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Abstract

Bruno c Finetti falsely conjectured
abou conditions sifficient for a finite
propgsitional ordering to be
probability-agreeing. In that paper, he
aso misstated his own key axiom for
the weaker distinction d being a
qualitative  probability.  Something
formally similar to his misstated axiom
suffices for probability agreement if its
esential  constraint  is  applied to
ordered multisets of propasitions rather
than to ordering assertions about pairs
of propcsitions. The results reported
here satisfy de Finetti's goal of stating
necessary and sufficient conditions for
probability agreement using ory
ordinal primitives, and affirm the
fundamental soundness of de Finetti’s
original intuitions about finite-domain
probability agreement.
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1 Introduction

In a 1949 spedal issue of Dialectica, George
Polya [6] strenuoudly criticized numerical
cdculi in general, and numerical subjective
probability in particular, as methods for
managing noncemonstrative inference. Polya
did not dispute with any subjective probabilist
by name, but left little dould that he was
thinking d the theories of his friend, Bruno de
Finetti, who had aso contributed an article to

the same speda issue. In his article,
unsurprisingly, de Finetti favored numerical
subjective probability for nondemonstrative
reasoning.

Reading to Polyas provocative aitique,
de Finetti revived some work from the 1930's
[1] that he had put aside to concentrate on his
famous gambling semantics for subjective
probability. This earlier work had emphasized
orderings of propasitions as sources from which
numericd probabilities might be derived. The
revival looked at the orderings as vehicles for
uncertain reasoning in their own rights, without
any reference to numbers.

De Finetti's propositiona orderings were
transitive, bounded (i.e. the tautology is grictly
more aedible than the mntradiction, and no
propgsition is more credible than the tautology
nor less credible than the contradiction),
complete (any two propasitions A and B in the
domain can be compared ordinaly), and definite
(exactly oreof A=B, A>B, or A< B obtains).

Throughout the airrrent paper, any ordering d
propasitions is assumed to display those
properties. Any propasitional domain discussed
here is finite. Further, to avoid discusson o
some trivial cases, we assume throughou that
every proposition besides the contradiction is
ordered strictly superior to the contradiction.

De Finetti required a further property in the
19305, now often call ed quasi-additivity.



Definition. An ordering of propositionsis quasi-
addtive just when for al propositions X, Y, and
Zwhere XZ=YZ=101,

XO0Z=2YUZ «X2Y
I

De Finetti intended in 1949 to base his answer to
Polya on the claim that quasi-additive orderings
of propcsitions were dways probability-
agreeing.

Definition. An ordering of propositions is
probability-agreeing just when there exists sme
probability distribution p() on the propaositiona
domain, such that for al propositions X and',

XzY = p(X)zp(Y)

I

Quasi-additivity is clearly necessary for
probability agreement. If de Finetti’s sufficiency
clam were rrect, then he ould devise
qualitative reasoning systems based on quasi-
additivity to draw inferences similar to those of
numericd probabilistic systems. Nevertheless,
the new systems would dispense with all
numericd aspeds of probability, and aso
display other features Polya held desirable.

De Finetti was in a hurry to make his reply,
which he presented at an Italian conference [2]
before the end of 1949. He found that he was
unable to prove that quasi-additivity sufficed for
finite-domain probability agreement, and so he
offered his claim as a @njecture.

In 1959 Kraft, Pratt, and Seidenberg [5]
presented a cournterexample to de Finetti’'s
conjecture. They also dffered and proved their
own neassry and sufficient conditions for
finite-domain probability agreement.

Those onditions sometimes required that the
original domain be expanded to include afinite
number of auxiliary propaositions. Scott [9]
presented a succinct restatement of the
condtions which used only the origind
propasitions.

Scott’s Theorem (1966). An odering of
propgsitions is probability agredng unlessthere
is me finite set of ordina assertions of the

same we& sense, at least one of which is drict,
where every atomic proposition in the domain
appears the same number of times on the left
side of the inequalities as on the right side.

Example. The main Kraft, Pratt, and Seidenberg
courterexample illustrates the exceptiond
condtion mentioned in Scott's Theorem. Any
ordering containing the following assertions is
naot probability-agreeing:

alcOd>b0Oe ale=cOd

bOe=ald d=>ale

Among the four assertions, a appears twice on
the left and twice on the right; b appears onceon
the left and orce ontheright, and so on.

1

Scott’s Theorem has ome attractive normative
interpretations [10]. Nevertheless, its reliance on
courting atoms distances it from de Finetti’s
original stated intention, to seaure probability
agreement based only upon what is logically
implied by the ordina axioms which define the
“>" relation.

In the sections to come, it turns out that
de Finetti came very close to achieving his goal
in 1949 De Finetti made an elementary mistake
in his paper, bu one which suggests that his
intuition about the nditions for probability
agreement was atogether sound.

Perhaps because of his haste in writing his 1949
paper, de Finetti misstated the condition for
quasi-additivity. The second section considers
the condtion he adualy wrote, something
wegker than quesi-additivity, but also o
arguably broader intuitive gpeadl.

The third section introduces multiset structures
which are naturaly partially ordered whenever
the elements (of any kind, rot just propasitions)
within the structures are transitively ordered.
Thus, the existence of the structures orderingis
a neassry consequence of ordering the
elements.

The fourth section considers how the essential
intuitive content of the wedker condition that de
Finetti mistakenly wrote in 1949 can be gplied
to the partial orderings of structures whose



elements are ordered propositions. When it is,
probability agreement for the propositiona
orderingisensured.

2 DeFinetti’s Faulty Statement of
Quasi-additivity

What de Finetti intended to require of his 1949
orderings was quasi-additivity. What he actually
wrote instead in the published version of his
paper imposed on his orderings only a
consequence of quasi-additivity, what is often
cdled monotonicity. It is also convenient to
define asemnd consequence (in complete and
definite orderings) of quasi-additivity at this
point.

Definitions. Let A, A, A” and B, B’', B” be
propcsitions, where A = A 0O A", B =
B OB", A excludes A", and B’ excludes B” .
An odering of propositions is monotonic just
when for all such A, A, A”,B,B and B”,

A’>2B andA”>B" [ A=B

An odering of propositions displays weak-
dominarnce just when for al such A, A’, A”, B,
B',andB",

A’>B andA”=2B" [ A>B
1

It is easily seen that monotonicity is indeed
strictly weéker than quasi-additivity. For
example, the familiar possihility calculus is
well-known to be monotonic, and ot to be
quasi-additive. It is obvious, therefore, that
monotonicity is not sufficient for probability
agreement.

The @mbination of both monotonicity and
weak-dominance implies quasi-additivity in a
complete, definite ordering. Monatonicity
implies one direction of the dual implication o
the quasi-additive definition, that for X2 = YZ=
a,

XzY O XUOZ=2YUZ

One ssimply makes the substitutions X for A’, Y
forB,Zfor A” andB", X OZforA,andYOZ
for B, and rotes that

X2Y « X2Yad Z =>Z

Achieving the conwerse is draightforward from
the contrapositive of weg-dominance:

B=AUO B =2 A’orB">A”

One makes the same substitutions as before, and
notesthat Z> Z is necessarily false.

Given the close resemblance of form between
monotonicity and weak-dominance, it is entirely
possible that de Finetti was thinking of both
when he wrote down only one.

Monotonicity is also an interesting rormative
property in its own right. That may further help
to explain why his mistake did not set off mental
‘aarm bells when de Finetti prepared his
manuscript for publication.

For example, monotonicity implies another
normative property discused at length by de
Finetti in 1949 that for all propositions A and B,

If AO B, thenB=>A

In recent times, this property is smetimes taken
as the key part of the definition d a plausibility
ordering [8]. De Finetti's discussion d the
property and its normative significance, whether
or not it appeas as part of a probability-agreeng
ordering, or even as part of a complete ordering,
isamongthe earliest expaositions of its kind.

And, d course, monotonicity restates an axiom
of a now-popular class of generdly non
probability-agreeing  belief-modeling calculi,
triangular co-norms and norms. This suggests
that there is widespread agreement about the
intuitive and rormative appeal of monotonicity,
and rot just among probabilists.

S0, de Finetti would have spoke for many others
had he wrote in 1949that monaonicity

.expresses, | think, a peculiar
requirement which a logic of probable
inference or of plausible inference needs
to have; it is difficult to be able to have
interest in a prospective theory which
lacksit.

Surely, more would agree with him about the
attractiveness of monotonicity than of quasi-
additivity, the intended subject of his praise in
the quoted passage.



In the remainder of the paper, we shall use the
following special case of monotonicity. Let
{ a b, ..z} be ay exhaustive set of plural
exclusive propasitions, and let A and B be any
two propositions. Then

(Aa=Ba)O(Ab=Bb)0O O(Az=Bz)0O
A=B

It is easily verified that this form is implied by
the version of monotonicity used by de Finetti.

One alvantage of this form is that it can be
interpreted as a statement about condtiona
beliefs determining urcondtiona ones, as might
be written

(AlazB|a)O(A| b=B|b)D..
O(A|z2B|z)d A>B

based upontheideathat, for s> [J
(A|s=2B]J|s) = As= Bs D

Like monotonicity, the idea expressed in (1)
enjoys ome edorsement from outside the
probabilistic ~ community  [3].  Although
condtional belief isnot much treated in his 1949
paper, de Finetti used aprinciple similar to (1) in
his qualitative work which the 1949 paper
revives[1].

So, the dternative form of monotonicity can be
explained and mativated based upon the various
interpretations of the conditiona A | s. Those
interpretations include what we would believe
abou A if wewereto learn that sistrue, or if we
were to add sto ou other premises as we reflect
upon arr beliefsabout A.

We know that one and only one of
{ahb, .. z} istrue or that a& most one @n
consistently be included among our premises.
Regardless of which one dement that is, we
might find that we would conclude that A is no
less credible than B if we were to learn the truth
or if we wee to adopt any ore of
{ab,..,z} asapremise.

We ould not learn the truth, nor strengthen our
premises using any element from the set of
aternatives, except that we would come to assert
that “A is no less credible than B.” In
contemplating that circumstance, we may feel a
sense of inevitability abou asserting A = B now,
or feel disguiet abou asserting A < B now.

3 Partially Ordered Bags of Elements

A multiset, dso known as a bag is a standard
data structure in which an element may appear
more than once within the structure, but like a
set, there is no adering of the elements within
the structure.

Two bags are ajual just when they contain the
same elements, each element being represented
the same number of times in each bag. The size
of abag isthe number of elementsit contains.

Any transitive ordering of elements imposes a
partia order on same-sized bags of elements,
based on ordering assertions about pairs of
elements of the same weak sense. For example,
the ordering assertions

a=b, c=d, ande=f

may be said to order the bags [ a, ¢, e ] and
[b,d f],sotha[a ce]=[bdf].Ifa>b
instead of a=Db,thenwemay say [ a, ¢, e] >
[ b, d,f]. Formaly,

Definition. For any finite transitively ordered
domain of objects D, the object-matching patial
order asserts, for same-size bags A and B of the
objectsin D,
that A > B just when there is a bijection f()
from A to B in which for each element a in
A, a=f(a) in the ordering of D, and for
some pair of elementsthe ordering is drict,

and

that A = B just when there is a bijection f()
from A to B in which for each element a in
A,a=f(a)intheorderingof D.

1

Note that the objed-matching pertial order is
definite whenever the domain of elements is
definitely ordered.

One might be mncerned that there could be two
incompatible ways to pair up the eements of
two ordered bags. There is not. In [10], the
following proposition was proven.

Proposition. For bags A and B of the preceding
definition, at most oneof A>B,B>A, orA=B
haodsif the ordering of objectsin D is definite.

1

With that proposition secure, it is
straightforward that the objed-matching pertial
order istransitive.



There may, of course, be severa distinct
compatible ways to pair up the elements in two
bags. That does not concern us here.

Alternatively, there may be no way to pair up
the dements © as to produce any ordering
between two bags. The object-matching partia
order redly is a partial order, that is, some bags
are ordinally incomparable with ather bags. If
the ordering of eements is complete ad
definite, however, then dl bags of size one ae
obviously completely and definitely ordered.

4 A Parallel of Monotonicity for Bags
of Propositions

Begin by defining an operation for bags that is
analogous to propositional conjunction.

Definition. The projection of a bag of
propasitions X and a propasition a, denoted Xa,
is the bag which contains an element x [ a for
every proposition x which isan element of X.

1

With that in hand, consider an assumption with
similar form to monotonicity, but applicable to
bags of propasitions, rather than to pairs of
individual propositions.

Bag Monotonicity. Let A and B be same-sized
bags of propcsitions, andlet{ a, b, ...,z} be a
set of exclusive and exhaustive propositions, and
“>" be the relational operator of the object-
matching partial order. Then bag monotonicity
requires that:

(Aa=Ba)O(Ab=Bb)0O O(Az=Bz)0O
- (B>A)

I

The form of the consequent reflects that the bag
ordering is partial, so we should be mindful of
the possibility that A and B might be unordered.
However, if and A and B are ordered, then of
couse- (B> A)isequivalentto A= B.

Bag monotonicity is easly seen to imply
propasitional  monotonicity, since what the
asaumption says about bags of size one
constrains propositional  ordering asertions.
Bag monotonicity is incompatible with
possibility, however, which dcoes exhibit
propasitional monatonicity.

Incompatibility example. Let a > b in
possibility; allb=a,andb>[,so[alb, ]
<[ a, b] in the object-matching partial order.

Note that [ a O b, O Jb = [ b, O ]
[a,blband[aOb, O0]-b=[a O]
[ & b]=b. Thus, if bag monotonicity obtained,
then it could not be the cae that [ a, b ] >
[aOb, 0], butitis.

1

Bag monotonicity is a necessary condition for
probability agreement. If p() is an agreeing
probability distribution for the ordering o the
propasitions, then the sum of the probabilities
assgned to a bag's elements equals the sum of
the sums of the probabilities of those dements
projeded onto each proposition of { a, b, ...z}.

2 xintg p(X) = Z sin{a..z} 2 xintag p( X 0S)

A necessary condition for B > A in the object-
matching partial order is obvioudy that

2 xinbagB P(X) > 2yinbagA p(Y)
If for every propasitionsin{ a, b, ...,z},

2 xinbegB P(X0S) < 2 yintaga p(y OS)

then

2 xinbagB P(X) < 2yinbagA p(y)

which conflicts with a necessary condition for
B>A

Bag monotonicity is aso sufficient for
probability agreement. Choose the set of atoms
of the propasitional domain for { a, b, ...,z }.
Suppcse there aetwo same-sized bags, A and B,
in which every atom of the domain appears the
same number of timesin bag B asit doesin bag
A

If so,then for every atomsin{ a, b, ..., z}
As=Bs

because As and Bs are the same bag. If the
ordering dsplays bag monaonicity, then B > A
and A > B are excluded.

Scott’'s Theorem says that a propcsitiona
ordering is probability agreeing unless there is
an exceptiona condtion. An exceptional
condtion in Scott's sense would correspond
with a bag representation like the B and A as just
discussed, except that B > A or A > B. Since bag
monotonicity  excludes the  exceptiona
condtions identified by Scott, any propaositional
ordering which displays bag monotonicity must
be probahility-agreeing.

Although bag monotonicity expresses an idea
which is formdly similar to propositional



monotonicity, we may be ncerned about
whether there ae normative paralels between
thetwo idess.

One way of looking at bags that might have
appeaed to de Finetti in 1949 is as portfolios of
bets. One @n imagine the bag assrtion B > A
arising from a series of choices, each between
two propositions, with the believer to be given
$1for each of hisor her choicesthat comes true.

Suppase bag B bewmmes the repository of the
propasitions slected by the believer, while A
hods those rejeded. Perhaps ome of the
chaices involved ties, and so the believer chose
arbitrarily in such cases. Assuming at least one
choice was drict, however, the believer would
seem to be committed to agreeing that B should
be more lucrative than A, and be dtrictly
preferred as an investment.

If a Scott-style violation d bag monotonicity
has occurred, then the two portfolios B and A
aways pay identica amourts. How much they
pay depends on which atom comes true, but
regardlessof which one that is, B pays the same
amount as A, whatever that amount happens to
be. B is nat, cannot be, and can be seen in
advance not to be, more lucrative than A.

This kind of argument is likely what de Finetti
had in mind when he said in [2] that probability-
disagreeing aderings were subject to
“contradictions.” It is also a kind of argument
that could be made in favor of monotonicity or
quasi-additivity for propcsitional  pairwise
ordering assertions.

On the other hand, de Finetti did not offer any
explicit gambling arguments in his 1949 rebuital
paper. He hoped that quasi-additivity would
prove sufficient for finite probability agreement,
and that quasi-additivity would immediately
apped to Polya's intuition. Polya had not
indicated any particular interest in gambling
arguments.

So even without the dramatic dement of money
changing hends through wagering, de Finetti
could well have imagined that Polya would find
violations of monotonicity interesting. Perhaps
de Finetti even rehearsed asking Polya to
explain how a reasonable person could asert a
digtinction besed on credibility between two
structures, knowing that the person would deny
that there is any distinction ketween them if ais
true, or if b is true, .., or if zis true. One of
those, after all, istrue.

If there was such arehearsal, then the structures
in de Finetti's mind would have been
digunctions. Nevertheess, the same question
might be interesting in the case of bags as well.

It is, of course, possible to motivate
propcsitional monotonicity in ways that do rot
generalize to justify bag monotonicity. One
approad is to pay attention to the precise kind
or aspect of “credibility” in question, to what
one means when saying that one proposition is
“more plausible” than ancther.

An example of this careful attention to meaning
can be found in Hamblin [4], in an early
discussion of the possbility calculus (which
obeys propositional, but nat bag, monotonicity).
He mntrasted some meanings of possbilistic
ordering assertions (e.g. relative surprise
depending an which proposition were true) with
the meanings of assertions in an ordina
probabilistic system he devised.

Both oderings could be described as
‘plausibility’ orderings. However, both might
not be expected to exhibit bag monaotonicity.

Isthe falsehood of a [0 b strictly more surprising
than the falsehood of a aone? Someone
confident of a and skeptica of b might be
equally surprised at either one. The respondent
does not deny that a [1b can be true when a is
false, nor disparage other senses of plausibility
which place a O b strictly ahead of a. Those
were not the questions asked.

If what one meant by more plausible had this
charader, then no more eplanation is needed
for why bag monotonicity is lacking. What a
spe&er means by affective words like plausible
and surprise, and that a spesker might chocse to
spek about some aspects of his or her
experience of uncertainty rather than others,
would seem to be the spedker’s prerogative.

Thus, there is no recessary “irrationdlity” or
“inconsistency” in embracing propositional
monotonicity while regecting bag monatonicity.
The two monotonicities may sometimes have
similar normative motivation, bu other times
they simply may not.

5 TheAftermath

Polya [7, wvolume 2, pages 138-139] made a
different kind of answer to de Finetti while the
status of the cnjecture remained unresolved.
Polya mnsidered the potential for an uncertainty
cdculus based oninfinitesimals, which avoided



some problems he saw in standard numerical
probabilistic models of belief.

Polya s reply shifted the terms of the discussion
away from anything in de Finetti’s rebuttal. In
particular, Polya could concede the dtractions of
probability agreement in finite domains, while
still enjoying what he saw as the alvantages of a
nonprobabilistic schema for belief change in
transfinite or open-ended domains (e.g. a
domain comprising a mathematical conjedure
and whichever of its consequences that might be
verified a any particular time).

Thinking beck today, we benefit from a half-
century’s hindsight. We can now see that if
Polya had pursued his propaosal for infinitesimal's
a bit further, then he would have arrived at a
belief representation similar to Hamblin's
possibility calculus.

Moreover, it is by nov well-known that some
probability orderings (denote them using “=>"
exist which are syntadically related to
atomically-agreeng posshility  orderings
(denote them using “=*") in the following way.

A=2B « A-B=>* B-A
C>*D - Cz2D-C

That is, some orderings which feature bag
monotonicity exactly describe, and are exactly
described by, other orderings which ladk bag
monotonicity. Bag monotonicity itself, then,
cannot be anecessary feature of “rational” belief
orderings, however useful the property is as a
guideto deliberationin many situations.

By the same reasoning, no set of properties
which is necessary and sufficient for probability
agreement can be necessary for “rationdity” in
ordered  belief. However  provocatively
expresed, Polyas chief point in 199 was
esentialy irrebuttable.

6 Conclusions

Polya championed the view that some aspects of
human plausible reasoning were best modeled
without any recourse to numbers whatsoever.
This posed a dhalenge for his friend, e Finetti,
who was more mfortable with numerical
representations of belief.

In rising to this challenge, de Finetti felt that he
could craft a fully non-numeric mativation of a
truly number-free ounterpart of probability
suitable for modeling plausible reasoning in

finite propasitiona domains. In some haste, he
set out to dothat, and fell short.

On any fair reading, e Finetti came dose to
specifying what the axioms of one such
motivation might be. He was correct that
attention specifically to ardinal principles would
suffice for the purpose. He was correct that one
could take the domain as it was given, and nd
need to introduce new propgcsitions. He was
ironically correct that a very mild and widely
attractive aondition, monaonicity, could be the
key principle in his motivation.

Where he went wrong is that monatonicity is
obviously too weak to impose probability
agreement when applied to pairs of propositions.
De Finetti was, after al, thinking of a stronger
principle when he wrote what he did.

As it happens, however, al transitive orderings
imply partiadly ordered structures for which an
analog o monotonicity might make sense,
depending o the notion d credibility or
plausibility being modeled. When the analog of
monotonicity isimposed onthe partialy ordered
structures, the underlying propositional ordering
isindeed constrained to be probability-agreeing.
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