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Abstract

We formulate a stopping problem for dynamic fuzzy systems concerning with fuzzy
decision environment. It could be regarded as a natural fuzzification of non-fuzzy
stopping problem with a deterministic dynamic system. The validity of the approach
by α-cuts of fuzzy sets will be discussed in constructing One-step Look Ahead policy
of an optimal fuzzy stopping time. A numerical example is given to illustrate the
theoretical results.
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1 Introduction and notations

The multistage decision-making models with fuzziness is introduced by Bell-
man and Zadeh[1] using the method of dynamic programming, and many
paper were published afterward. For a recent survey of the theories and ap-
plications, refer the paper by Kacprzyk and Esogbue[9]. Here we consider a
stopping problem in a fuzzy environment. The idea of a fuzzy stopping time has
been introduced by Kacprzyk[6,7], though the decision is assumed to be the
intersection of fuzzy constraints and a fuzzy goal. In this paper we have tried
to formulate a stopping problem under a dynamic fuzzy system with fuzzy
rewards discussed in [11,12], which is thought of as a natural fuzzification of
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non-fuzzy stopping problems induced by deterministic dynamic systems. The
interpretation of fuzzy stopping time is difficult in general. But the validity of
the approach by α-cuts of fuzzy sets is discussed in constructing an optimal
fuzzy stopping time. As a closely related work, see Yoshida [19] in which Snell’s
optimal stopping for a Markov fuzzy process has been studied. In remainder
of this section, we will give some notations and definition of a dynamic fuzzy
system.

Let E, E1, E2 be convex compact subsets of some Banach space. Throughout
the paper, we will denote a fuzzy set and a fuzzy relation by their membership
functions. For the theory of fuzzy sets, refer to Zadeh [20], Novák [15] and
Dubois and Prade [4]. A fuzzy set ũ : E → [0, 1] is called convex if

ũ(λx + (1− λ)y) ≥ ũ(x) ∧ ũ(y), x, y ∈ E, λ ∈ [0, 1],

where a ∧ b := min{a, b}. Also, a fuzzy relation h̃ : E1 × E2 → [0, 1] is called
convex if

h̃(λx1 + (1− λ)x2, λy1 + (1− λ)y2) ≥ h̃(x1, y1) ∧ h̃(x2, y2)

for x1, x2 ∈ E1, y1, y2 ∈ E2 and λ ∈ [0, 1]. The α-cut (α ∈ [0, 1]) of the fuzzy
set ũ is defined by

ũα := {x ∈ E | ũ(x) ≥ α} (α > 0) and ũ0 := cl {x ∈ E | ũ(x) > 0},

where ‘cl’ denotes the closure of a set.

Let F(E) be the set of all convex fuzzy sets, ũ, on E whose membership func-
tions are upper semi-continuous and have compact supports and the normality
condition : supx∈E ũ(x) = 1. We denote by C(E) the collection of all com-
pact convex subsets of E and by ρE the Hausdorff metric on C(E). Clearly,
ũ ∈ F(E) means ũα ∈ C(E) for all α ∈ [0, 1]. Let R be the set of all real
numbers. We see, from the definition, that C(R) and F(R) are the set of all
bounded closed intervals in R and all upper semi-continuous and convex fuzzy
numbers on R with compact supports, respectively.

The addition and the scalar multiplication on F(R) are defined as follows: For
m̃, ñ ∈ F(R) and λ ≥ 0,

(m̃ + ñ)(x) := sup
x1,x2∈R: x1+x2=x

{m̃(x1) ∧ ñ(x2)} (x ∈ R) (1.1)

and

(λm̃)(x) :=





m̃(x/λ) if λ > 0

I{0}(x) if λ = 0
(x ∈ R). (1.2)
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Hence (m̃ + ñ)α = m̃α + ñα and (λm̃)α = λm̃α (α ∈ [0, 1]) holds where
A + B := {x + y | x ∈ A, y ∈ B}, λA := {λx | x ∈ A}, A + ∅ = ∅+ A := A
and λ∅ := ∅ for any non-empty closed intervals A, B in R. We use the following
lemma.

Lemma 1 For any ũ ∈ F(E1) and p̃ ∈ F(E1×E2) satisfying p̃(x, ·) ∈ F(E2)
for x ∈ E1, it holds that sup

x∈E1

{ũ(x) ∧ p̃(x, ·)} ∈ F(E2).

We consider the dynamic fuzzy system([11,12]) with fuzzy rewards in order to
consider the a fuzzy stopping problem.

Definition 2 The dynamic fuzzy system is defined by three elements (S, q̃, r̃)
as follows:

(i) The state space S is a convex compact subset of some Banach space and is
a element of F(S). Since the system is in a fuzzy environment, so that a
state of the system is called a fuzzy state.

(ii) The law of motion q̃ : S × S 7→ [0, 1] for the system is time-invariant and,
is assumed that q̃ ∈ F(S × S) and q̃(x, ·) ∈ F(S) for all x ∈ S.

(iii) The fuzzy reward r̃ : S × R 7→ [0, 1] is assumed that r̃ ∈ F(S × R) and
r̃(x, ·) ∈ F(R) for all x ∈ S..

If the system is in a fuzzy state s̃ ∈ F(S), a fuzzy reward R(s̃) is earned and
the state is moved to a new fuzzy state Q(s̃), where Q : F(S) → F(S) and
R : F(S) → F(R) are defined by

Q(s̃)(y) := sup
x∈S

{s̃(x) ∧ q̃(x, y)} (y ∈ S) (1.3)

and

R(s̃)(z) := sup
x∈S

{s̃(x) ∧ r̃(x, z)} (z ∈ R). (1.4)

Note that by Lemma 1 these maps Q and R are well-defined.

For the dynamic fuzzy system (S, q̃, r̃), if we give an initial fuzzy state s̃ ∈
F(S), we can define a sequence of fuzzy rewards {R(s̃t)}∞t=1, where a sequence
of fuzzy states {s̃t}∞t=1 is defined by

s̃1 := s̃ and s̃t+1 := Q(s̃t) (t ≥ 1). (1.5)

In the following section, a fuzzy stopping problem for {R(s̃t)}∞t=1 is formulated.
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2 A fuzzy stopping problem

For the sake of brevity, denote F = F(S). The metric ρ on F is given as
ρ(ũ, ṽ) = supα∈[0,1] ρS(ũα, ṽα) for ũ, ṽ ∈ F (see Nanda [14]). Let B(F) be the
set of Borel measurable subsets of F with respect to ρ. Putting by Ωt := F t

the t(≥ 1) times product of F and by Bt := B(F t) the set of Borel measurable
subsets of F t with a metric ρt on F t defined by

ρt({s̃l}, {s̃′l}) :=
t∑

l=1

2−(l−1)ρ(s̃l, s̃
′
l). (2.1)

We can interpret {s̃t}∞t=1 ∈ Ω∞, where {s̃t}∞t=1 is defined by (1.5) with any given
initial fuzzy state s̃1 = s̃ ∈ F . Here, applying the idea of fuzzy termination
time in Kacprzyk [6–8], we will define a fuzzy stopping time. Let N be the set
of all natural numbers.

Definition 3 A fuzzy stopping time is a fuzzy relation σ̃ : Ω∞ × N → [0, 1]
such that

(i) for each t ≥ 1, σ̃(·, t) is Bt-measurable, and
(ii) for each ω ∈ Ω∞, σ̃(ω, ·) is non-increasing and there exists tω ∈ N with

σ̃(ω, t) = 0 for all t ≥ tω.

In the grade of membership of stopping times, ‘0’ and ‘1’ represent ‘stop’ and
‘continue’ respectively. That is, the lower the value, the higher the grade of
“stop”. We denote by Σ the set of all fuzzy stopping times.

Lemma 4 Let any σ̃ ∈ Σ. Define a map σ̃α : Ω∞ → N by

σ̃α(ω) = min{t ≥ 1 | σ̃(ω, t) < α} (ω ∈ Ω∞) for α ∈ (0, 1]. (2.2)

Then, we have:

(i) {σ̃α ≤ t} ∈ Bt (t ≥ 1);
(ii) σ̃α(ω) ≤ σ̃α′(ω) (ω ∈ Ω∞) if α ≥ α′;
(ii) limα′↑α σ̃α′(ω) = σ̃α(ω) (ω ∈ Ω∞) if α > 0.

PROOF. (i) is from {σ̃α > t} = {ω ∈ Ω∞ | σ̃(ω, t) ≥ α} ∈ Bt. (ii) and (iii)
follow immediately from the definition. 2

In order to treat an optimal fuzzy stopping problem, we specify a function
G(s̃, σ̃) with a linear ranking function g, which measures the system’s perfor-
mance when a fuzzy stopping time σ̃ ∈ Σ and an initial fuzzy state s̃ ∈ F were
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adapted. It seems to be natural that the scalarization of the total fuzzy re-
ward should be incorporated for these kind of optimization. Refer to Fortemps
and Roubens [5], Wang and Kerre [17,18] and Kurano et al [13] for a ranking
method and an ordering of fuzzy sets.

We define ω∞(·) : F → Ω∞ by

ω∞(s̃) := {s̃t}∞t=1, (2.3)

and {s̃t}∞t=1 is defined by (1.5) with s̃1 = s̃. Let g : C(R) → R be a continuous
and monotone function. Using this, the description of the scalarization of the
total fuzzy reward will be completed by

G(s̃, σ̃) :=
∫ 1

0
g(ϕ(s̃, σ̃)α) dα (2.4)

where σ̃α := σ̃α(ω∞(s̃)) and ϕ(s̃, σ̃)α :=
σ̃α−1∑

t=1

R(s̃t)α provided
∑0

1 := {0}. Note

that since ϕ(s̃, σ̃)α ∈ C(R) and the map α 7→ g(ϕ(s̃, σ̃)α) is left-continuous
on (0, 1], the right-hand integral of (2.4) is well-defined. Now, our objective of
the problem is to maximize (2.4) over all fuzzy stopping times σ̃ ∈ Σ for each
initial fuzzy state s̃ ∈ F .

Definition 5 For s̃ ∈ F , a fuzzy stopping time σ̃∗ is called s̃-optimal if
G(s̃, σ̃) ≤ G(s̃, σ̃∗) for all σ̃ ∈ Σ. If σ̃∗ is s̃-optimal for all s̃ ∈ Σ, σ̃∗ is
called optimal.

In the following section, the α-cuts of fuzzy stopping time will be investigated,
whose results are used to construct an optimal fuzzy stopping time in Section
4.

3 α-cut of fuzzy stopping times

First, we establish several notations that will be used in the sequel. Associated
with the fuzzy relations q̃ and r̃, the corresponding maps Qα : C(S) → C(S)
and Rα : C(S) → C(R) (α ∈ [0, 1]) are defined, respectively, as follows: For
D ∈ C(S),

Qα(D) :=




{y ∈ S | q̃(x, y) ≥ α for some x ∈ D} for α > 0

cl{y ∈ S | q̃(x, y) > 0 for some x ∈ D} for α = 0,
(3.1)
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and

Rα(D) :=




{z ∈ R | r̃(x, z) ≥ α for some x ∈ D} for α > 0

cl{z ∈ R | r̃(x, z) > 0 for some x ∈ D} for α = 0.
(3.2)

By q̃ ∈ F(S × S) and r̃ ∈ F(S × R), these maps Qα and Rα (α ∈ [0, 1]) are
well-defined. The iterates Qt

α (t ≥ 0) are defined by setting Q0
α := I(identity)

and iteratively,

Qt+1
α := QαQt

α (t ≥ 0).

In the following lemma, which is easily verified by the idea in the proof of
Kurano et al. [11, Lemma 1], the α-cuts of Q(s̃) and R(s̃) defined by (1.3) and
(1.4) are specified using the maps Qα and Rα.

Lemma 6 ([11,12]). For any α ∈ [0, 1] and s̃ ∈ F , we have:

(i) Q(s̃)α = Qα(s̃α);
(ii) R(s̃)α = Rα(s̃α);
(iii) s̃t,α = Qt−1

α (s̃α) (t ≥ 1),

where s̃t,α := (s̃t)α and {s̃t}∞t=1 is defined by (1.5) with s̃1 = s̃.

Here we need the following assumption which is assumed to hold henceforth.

Assumption A (Lipschitz condition). There exists a constant K > 0 such
that

ρS(Qα(D1), Qα(D2)) ≤ K ρS(D1, D2) (3.3)

for all α ∈ [0, 1] and D1, D2 ∈ C(S).

Theorem 7 Let a fuzzy stopping time σ̃ ∈ Σ. Then, the map σ̃′(·, ·) : F ×
N 7→ [0, 1] defined by σ̃(s̃, t) := σ̃(ω∞(s̃), t) (s̃ ∈ F , t ∈ N) has the following
properties (i) and (ii):

(i) σ̃′(·, t) is B(F)-measurable for each t ≥ 1.
(ii) For each s̃ ∈ F , σ̃′(s̃, ·) is non-increasing and there exists ts̃ ∈ N such that

σ̃′(s̃, t) = 0 for all t ≥ ts̃.

PROOF. For t ≥ 1, we define a map ωt : F 7→ F t by ωt(s̃) := {s̃l}t
l=1, where

{s̃l}∞l=1 is defined by (1.5) with s̃1 = s̃. For (i), it suffices to prove that ωT is
continuous for each t ≥ 1, together with the measurability of σ̃. We will show
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only the case of t = 2, since the case of t ≥ 3 is proved from (2.1) in the same
manner. For s̃, s̃′ ∈ F , we have

ρ2(ω2(s̃), ω2(s̃
′)) ≤ ρ(s̃, s̃′) + 2−1ρ(Q(s̃), Q(s̃′)) ≤ (1 + K/2)ρ(s̃, s̃′),

from Lemma 6 and Assumption A. This shows the continuity of ω2(·). Also,
(ii) follows from the definition of a fuzzy stopping time. 2

Observing the scalarization (2.4) and the objective function G(s̃, σ̃) for the
stopping problem, we can confine ourselves to the class of fuzzy stopping
times σ̃′(·, ·) : F × N 7→ [0, 1] satisfying (i) and (ii) in Theorem 7. The class
of such fuzzy stopping times will be denoted by Σ′. The following theorem is
useful in constructing an optimal fuzzy time which is done in Section 4.

Theorem 8 Suppose that, for each α ∈ [0, 1], there exists a B(C(S))-measurable
map σα : C(S) 7→ N. Using this family {σα}α∈[0,1], define the map σ̃ : F×N 7→
[0, 1] by

σ̃(s̃, t) = sup
α∈[0,1]

{α ∧ 1{t:σα(s̃α)>t}(t)}, s̃ ∈ F , t ≥ 1. (3.4)

Then, if for each s̃ ∈ F , σα(s̃α) is non-increasing and left-continuous in α ∈
[0, 1], it holds that

(i) σ̃ ∈ Σ′, and
(ii) σα(s̃α) = min {t ≥ 1 | σ̃(s̃, t) < α} (α ∈ (0, 1]).

PROOF. If σα(s̃α) is non-increasing in α ∈ [0, 1], the inequalities σ̃(s̃, t) ≥
σ̃(s̃, t + 1) (t ≥ 1) follow from (3.4). Also, (3.4) implies that, for each t ≥ 1
and α ∈ [0, 1],

{s̃ ∈ F | σ̃(s̃, t) ≥ α} =
∞⋂

n=1

{s̃ ∈ F | σα−1/n(s̃α−1/n) > t}. (3.5)

For a continuous map ηα : F 7→ C(S) defined by ηα(s̃) = s̃α (s̃ ∈ F), we have

{s̃ ∈ F | σα(s̃α) > t} = η−1
α ({D ∈ C(S) | σα(D) ≥ t + 1}),

so that {s̃ ∈ F | σ̃(s̃, t) ≥ α} ∈ B(F) follows from (3.5) and B(C(S))-
measurability of σα. The above facts imply σ̃ ∈ Σ′. Also, (ii) holds obvi-
ously. 2
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4 Optimal fuzzy stopping times

In this section, we try to construct an optimal fuzzy stopping time, by applying
an approach by α-cuts. Now, we define a non-fuzzy stopping problem specified
by C(S), Qα and Rα (α ∈ [0, 1]), associated with the fuzzy stopping problem
considered in the preceding section. For each α ∈ [0, 1] and any initial subset
c ∈ C(S), a sequence {ct}∞t=1 ⊂ C(S) is defined by

c1 := c and ct+1 := Qα(ct) (t ≥ 1). (4.1)

Let

Σ1 := {σ : C(S) 7→ N | {σ = t} ∈ B(C(S)) for each t ≥ 1}. (4.2)

Using this sequence {ct}∞t=1 given by (4.1) with c1 := c, let

ϕα(c, t) :=
t−1∑

l=1

Rα(cl) for c ∈ C(S). (4.3)

Note that ϕα(c, σ(c)) =
∑σ(c)−1

l=1 Rα(Qt−1
α (c)) ∈ C(R) for all σ ∈ Σ1. The non-

fuzzy stopping problem considered here is to maximize g(ϕα(c, σ(c))) over all
σ ∈ Σ1, where g is the weighting function given in Section 2. A map τα ∈ Σ1

is called an α-optimal stopping time if

g(ϕα(c, τα(c))) ≥ g(ϕα(c, σ(c))) for all σ ∈ Σ1.

In order to characterize α-optimal stopping times, let

γα
t (c) := sup

σ∈Σt

g(ϕα(c, σ(c))) for t ≥ 1 and c ∈ C(S), (4.4)

where Σt := {σ ∨ t | σ ∈ Σ1} (t ≥ 1).

Assumption B (Closedness). For any α ∈ [0, 1], if (ϕα(s̃α, t), s̃t,α) ∈ Kα(g)
for some t, then (ϕα(s̃α, t′), s̃t′,α) ∈ Kα(g) for all t′ > t where Kα(g) :=
{(h, c) ∈ C(R)× C(S) | g(h) ≥ g(h + Rα(Qα(c)))}.

For c ∈ C(S), let

τ ∗α(c) := min{t ∈ N | (ϕα(c, t), ct) ∈ Kα(g)}. (4.5)

Then, the next lemma is given as deterministic versions of the results for
stochastic stopping problems in Chow et al. [3] and Kadota et al. [10].
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Lemma 9 (c.f. [3, Theorems 4.1 and 4.5] and [10]). Suppose Assumption B
holds. Let α ∈ [0, 1]. The following (i) and (ii) hold:

(i) γα
t (c) = max{g(ϕα(c, t)), γα

t+1(c)} (t ≥ 1, c ∈ C(S)).
(ii) Suppose that limt→∞ g(ϕα(c, t)) = −∞ and supt≥1 g(ϕα(c, t)) < ∞ for each

c ∈ C(S). Then, τ ∗α is α-optimal and γα
1 (·) = g(ϕα(·, τ ∗α(·))).

Chow et al. [3] studied the general case in optimal stopping problems, and
Kadota et al. [10] discussed the one-step look ahead optimal stopping times
given by (4.5). For each α ∈ [0, 1], applying the above lemma, we can find
an α-optimal stopping time τ ∗α under conditions of Lemma 9(ii). Assuming
the existence of α-optimal stopping times for each α ∈ [0, 1], let {τ ∗α}α∈[0,1] be
the family of such stopping times. Here, we try to construct an optimal fuzzy
stopping time from {τ ∗α}α∈[0,1]. For this purpose, a regularity condition is need
to prove our main results Theorem 10.

Assumption C (Regularity). τ ∗α(s̃α) is non-increasing in α ∈ [0, 1].

We can assume the left-continuity of the map α 7→ τ ∗α(s̃α), by considering
limα′↑α τ ∗α′(s̃α′) instead of τ ∗α(s̃α). Define a map τ̃ ∗ : F × N 7→ [0, 1] by

τ̃ ∗(s̃, t) := sup
α∈[0,1]

{
α ∧ 1{t:τ∗α(s̃α)>t}(t)

}
. (4.6)

for all s̃ ∈ F and t ∈ N.

Theorem 10 Suppose Assumptions B and C hold. Then, τ̃ ∗ defined by (4.6)
is an s̃-optimal fuzzy stopping time.

PROOF. From Assumption C, τ ∗α(s̃α) ≤ τ ∗α′(s̃α′) if α ≥ α′, so that τ̃ ∗ ∈ Σ′

follows from Theorem 8. For any s̃ ∈ F and σ̃ ∈ Σ′, from Lemma 4 and 6 we
have

ϕ(s̃, σ̃)α =
σ̃α(s̃α)−1∑

t=1

Rα(s̃t,α) =
σ̃α(s̃α)−1∑

t=1

Rα(Qt−1
α (s̃α)). (4.7)

Since σα ∈ Σ1, the optimality of τ ∗α implies by (4.7) that, for all α ∈ [0, 1],

g(ϕ(s̃, σ̃)α) = g(ϕα(s̃α, σα(s̃α))) ≤ g(ϕα(s̃α, τ ∗α(s̃α))) = g(ϕ(s̃, τ̃ ∗)α).

Therefore, we have

G(s̃, σ̃) =
∫ 1

0
g(ϕ(s̃, σ̃)α) dα ≤

∫ 1

0
g(ϕ(s̃, τ̃ ∗)α) dα = G(s̃, τ̃ ∗).

This means that τ̃ ∗ is s̃-optimal, as required. 2
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If the regularity does not hold for some s̃ ∈ F , the s̃-optimality of τ̃ ∗ does not
follow. But, τ̃ ∗ defined by (4.6) is thought of as a good fuzzy stopping time.

5 A numerical example

In this section, an example is given to illustrate the theoretical results. Let
S := [0, 1] and 0 < β < 0.98. The fuzzy relations q̃ and r̃ are given by

q̃(x, y) = (1− 10−2|y − βx|) ∨ 0, x, y ∈ [0, 1]

and, for a given constant λ > 10−2(1− β),

r̃(x, z) =





1 if x− z = λ

0 otherwise
for x ∈ [0, 1], z ∈ R,

where λ means an observation cost. Then, each Qα and Rα of (3.1) and (3.2)
are calculated easily as follows: For 0 ≤ a ≤ b ≤ 1,

Qα([a, b]) = [βa− (1− α), βb + (1− α)] and Rα([a, b]) = [a− λ, b− λ].

Now, let the linear ranking function to be g([a, b]) = b (0 ≤ a ≤ b ≤ 1). Easily
we have that

g(ϕα(c, t)) = g

(
t−1∑

l=1

Rα(cl)

)
=

(1− βt−1)bα

1− β
− λα(t− 1)

and

γα
t (c) = sup

σ∈Σt

g(ϕα(c, σ(c))) = sup
n≥t

{
(1− βn−1)bα

1− β
− λα(n− 1)

}
,

where bα := b − 10−2(1 − α)/(1 − β) and λα := λ − 10−2(1 − α)/(1 − β) for
α ∈ [0, 1]. Then, applying Lemma 4.1, the α-optimal stopping time τ ∗α is given
by

τ ∗α([a, b]) = min
{
t ≥ 1|

(
ϕα([a, b], t), βt−1[a, b]

)
∈ Kα(g)

}

= min

{
t ≥ 1

∣∣∣∣∣
(1− βt−1)bα

1− β
− λα(t− 1) ≥ (1− βt)bα

1− β
− λαt

}

for each α ∈ [0, 1]. Let s̃(x) = (1 − 4|2x − 1|) ∨ 0 for x ∈ [0.1]. We see that
s̃α = [(3 + α)/8, (5− α)/8] . Therefore

τ ∗α(s̃α) =

⌊
log

λα(1− β)

(−bα) log β

/
log β

⌋
+ 1,
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where b·c is the largest dominated integer. Since s̃ is regular with respect to
{τ ∗α}α∈[0,1], Theorem 10 implies that the s̃-optimal fuzzy stopping time τ̃ ∗ is
given by

τ̃ ∗(s̃, t) = sup

{
α ∈ [0, 1]

∣∣∣∣∣

⌊
log

λα(1− β)

(−bα) log β

/
log β

⌋
≥ t

}

=

{
0 ∨ 8(1− β + βt log β) + 500βt log β + 800(1− β)λ

8(1− β + βt log β) + 100βt log β

}
∧ 1.

The numerical values are given in Table 1.

t 1 2 3 4 5 6 7 8 9 · · ·
τ̃ ∗(s̃, t) 0.938 0.812 0.681 0.546 0.405 0.260 0.108 0.000 0.000 · · ·

Table 1. s̃-optimal fuzzy stopping time τ̃ ∗(s̃, ·) when λ = 0.5 and β = 0.97.
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