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INTRODUCTIolN

The theory of optinal stopping was first formul-ated in connection with
the sequential analysi-s and can be found in the book "sequential Analysis,'
byA'Wald in 1947. A general theory of opti-na1 stopping for stochastic
processes was developed after the appearance of works by J.L. sne11 in
1952' Sne1l's theory means the classical super martingare eharacterlzation
of the value process. Afterwards, in Markov processes with contlnuous tine
pararneter' the conneetion between optinal stopping and free boundary prob-
lerns was discovered, and the nethods to apply the theory of variational
inequarities to optinal stopping problens have been studled. The fornula-
tion of a Markov decision process is fairly general, as it inelud.es a broad

class of nodels of sequential optimization. An optinal stopping problern

can be fortulated as a two-action Markov deeision proeess, in whieh one may

either stop and receive a rewarcl, or pay a cost and go to the next state.
If we ignore the finiteness of stopping tines, then, the existence of an

optlnal stopping time and the rnethods for finding the stopping time can be

discussed under the franework of Markov decision processes.

In this thesis, the author studj-es the theory of optinal stopping in the

discrete tine parameter processes, which have a new structure described in
terms of the observer's action and the system's decisi-on. Under this
situation of the problen the optimality equation and the optirnal poricy are

discussed. The notivation of the nodel cornes fron the multi-variate stop-
ping problen and from the uncertain enploynent problem on secretary
choices' Concerning the best ehoice problen, which is a particular case of
the optinal stopping problen, an integral equation is given as an asJmpto-



tic forn of the sol-ution for the problen with a rand.on number of objects.
Under conditions on the distribution of the number of objects the integral
equation is solved and consequently the asymptotic forns of optinaL value

and optinal policy are explicitly obtained.

In chapter 1, the author considers a stopping problen in whieh the

observer's action and the systen's two deeisions are introduced. The

observer can select a strategy defined on an action space, and the decision
of the systern to stop or continue j-s determined by a prescribed conditional
probabirity. For this nodel, it nay happen that the strategy to stop is
refused, or to continue is forcibly stopped.

One of the typical application of the above nodel is the nuLti-variate
stopping problen. A nonotone rule is introduced in chapter 2 to sun up

individuaL declarations. This is a reasonable generalization of the sim-

ple najority, veto power and hierarchical rules. The rule is defined by a

monotone logical function and turns out to be equivalent to the winning
class of Kadane- The existence of an equilibrium stopping strategy and the

associated gain are discussed for the finite and infinite horizon cases.

Chapter J treats the best choice problen with a randorn nunber of objects
provided its distribution is lanown. The optinality equation of the problen

is reduced to an integral equation by a scaling rinit. The equation is
erplicitly solved under some conditions on the distribution, which closely
relates to the conditions for an OLA policy to be optinal in Markov deci-

sion processes. AIso this technique is applied to three different versions

of the problen and an exact form for asynptotic optinal- strategy is de-

rived.



■。   OPTIMAL STOPPING PROBLEM INVOLVING REFUSAL AND FORCED STOPPING

1.1.   FORMULAT10N

Suppose that the discrete time parameter process Xn(=X(n)), n=1,2,...  is

observed, and One selects a strategy from an actiOn space A at each per■
od。

This strategy determines stOchastically the system's decision to stOp Or

continue.  If the dec■ s■ on ■s to stOp, one gets a reward for ■nterrupting the

observation; if the des■ c■On ■s to continue, one Observes the next value, and

pays the cost.  TO be exp■ icit, ■et X(n), n=■ ,2,..  be a stochastic process

with a state space E C R and let an action space A be a Finite topological

space.  TO start the first ObservatiOn, one must pay a cOst c G R.  Then,

observing X(1), One selects a strategy  %cA.  observing X(n)at the n― th

period and selecting a strategy  rn`A, one gets a net gain  x(n)―  nc  if

the processts decision is tO stOp.  IF not, one incurs the cost  c  and

observes  x(n+1)。

The strategy  δh at the n_th period is an A― valued お(X.,..,Xn)~

measurable random variable with its distributiOn 
φn(a)= P( nヽ= a), aこ  A,

where(Ω ,む ,P)is an underlying probabi■ ity space andお (Xl,… ,xn)Cお 。

The strategy σ denotes the infinite sequence(%'・ ・'%,・・),and Σ iS the
set oF a■l strategies.

Let us denote the systemis

(1.1)

Sn  ii  li ::itlil:]i°
n

desicion by the variabLes (Srr);

of the process is stop at the n-th period,

by the strategy 0-r., at the n-th peri.od,The decisiOn tsnl iS determined Only

with the a conditiona■  prObabi■ ity

(1.2)亀 (a)=P(Sn=1%=a), ac A

where 9幌 (a)iS a given amOunt.



Assumption 1,1 we assurne that frr(a) is independent of n, so that
(1.3) {(a) =7rr(a) for all n.

For the space A, there exlst

O.A) D( = min T(a) = |(aO), F = rnax |(a) =? (ar), 
"O, ^j-e A.

To avoid a trivlal, case, assume (a), a A is not constant so that
(1.s) oSa.ps1.

According to the setup of our model- in the finite N-horizon case, the

stopping time is defined by

( 1.6 ) tN (ar)J= first [" S ^; 
Srr=1 ]

I

(; t't if t ] is empty.

where a€X is a strategy.

Our aim in the finite-horizon stopping problern is to maximlze the

expected gain
r \ \ .''lELX(tN(0.)) - ct"(a)j

subject to the strategy a e X. The optimal value V* is defined by

(r.z) V,,n = sup r[xtt*to-) ) - ct*(c)1.

The optimal strategy o6- is such that E[Xtt"f *o-)-ct*(*o)l = v^.

The difference from the usual stopping problem is that a conditional

probability Y(a) has been introduced into the connection between the

observer's strategy and system's decision. Roughly, the observer's strateg3r,

which determines the system's decision is interrupted by this. Two extrenal-

probabilities are significant: 1 - 0 = f - max !(a); that is, the probability

of refusal to stop the process, and 41= ming(a); that is, the probability of

forced stopping. rf p1 = O and (3 = 1 (no intemuption), then the problem

reduces to the usual one. The model is motivated by the uncertain secretary

choice problem of Smith(t_975) with p= n (O < p < t) and d= O, and also the

multi-variate stopping problem of Kurano, yasuda, Nakagami(1ggo) incruding



both refusal and forced stopping. These secretary choice problem is discussed

in section 1.4.

I.2. OPTII{AL STRATEGY

ASSUIIIPTION 2.1 (l) Let X, X(n), D-1 ,2,... denote independent identically
distributed(i.i.d.)randomvariabIeswitne}x|<

/^@
distribution function by F and 1et F =J xdF(x) = E(X). (i.i) Rssume that A/ --rc
<suplx;F(x)<t!.

The first assumption is not essential to our argument and we shal-L treat

the non-identically distributed case in the example of section 1.4.

Using the notation:

(z.r) To,g(*) = E(X-x)*g - E(x_x)-o

where (a)* = max(a,O) and (a)- = (-")*, define the sequence ( prrl as follows:
(2.2) rr = E(X),

!n = Fn-l-- c + toru(ul-l - t)' n=2'3"'

In the special case, F=1 "od d=O, (Z.f) implies Tr., ,, (x) = E(X-x)+ =
nOo ' wrl

Jatt-")ar1y1 " This appears frequently in the ordinary stopping problem.

Clearly tor(,(x) = (p-ulro,t(*) +cr(p-x). Atso To,..(x) is a continuous,

convex function of x and has two asymptotes. rfo{=O, then to,e, ) ) o uut

generally it varies over (- oo , rc ). Therefore we note that the seouence

(P'I j,s not monotone i-ncreasing in the case of df O.

THEOREM 2.1 The optimal- strategy o6' -,*O-1,..,*C",..) e X is given by



(2.3) f ", ir xo(w) > I., .. -c
*orr(to)={ L -/N-tl

L"o
for n=l-,2,..., and the optimal value is

(2.4) VN = Fru - ".
Proof. In the case of N=1, the optimal_ val_ue is clearly

V1 = E(Xr) c =f, - c

because the reward is X, and the cost incured for the observation is c. As

the usual- dynamic programrning's procedure, we assume inductively that (2.4)

holds and consider the parameter N as a time-period left in the sequential

decision process. when N-n time-periods are left, one must sere"a on = a from

ae A. If Sn = l occursr then one gets Xr,, otherwir" VN_r, =Pn_r, - c since it
reduces to the (N-n)-th period problem. one selects a strategy or_ at the

n-th period so as to maximize

E Lxr" P(so=l I x,", tr".) + Vu_np(S,r-=o lxn, cr. )]"

Since P(Sn=1 l*r,, or,) = P(Sr,=l lq I and/(a) = P(Srr=1 I O-rr=.), one is to

maximize

e I f^tx," - vN-r.) .tr (a) pro(a)] + vN_ru
aeA

for O g 9r,(")

p (a) = 1 if " = "1, and frr(") =o otherwise

and if 
", - U*_r, ( O,

/rrt") = 1 if " = "0, and /,.t") =o otherwise.

That is, the pure strategy (Z.a) is optimal. Its maximum equals

e[(xn - vN_n)+B - (Xn - V^_rr)-a]* ur_r,

= to,B( IN-n - ") * uN-r, - c = !N-n+1'

The total optimal value is, with a cost c per observation, is
vN-n*l =fN-n*t - c'

This proves the theorem by letting n=1.



]-.3. INFINITE HORIZON PROBLEM

Define a stopping time t(O-) by

(3.i) fi"rln z]. : s- = 1],
t(s) -i n

I oo if { } is empty

for the strategSr 6- €I Let X(t(O)) = X(n) on t(6)=n, X(t(o-)) = Iimsup X(n)

on t(cr) = oo. The optimal value Vx is defined by

(3.2) v* = SUp e [xrt(o-)) - ct(o-)].

ASSUMPTION 3.1 We assume (i) o( > O and c is any real number or

(ii)D(=Oandc>O.

LEMMA 3.1 under Assumptions 1.1, 2.1 and 3.1, the limit of the sequence

(* ) of (2.2) exists:tn
(3.3) lim /J. = v* + c/n
where v* is the unique sol-ution of the equation:

(3.4) trrF (v) = c.

Proof" Let v = l,!_ - c. The iteration (2.2) impl_ies V = V '1t' t-, \
n In -erqu4vrr \4'1) rrrrH-3vv'n -'n-]- - to(rFt"t-1'-

c. It is clear that the function r * tor.{.r) of v is continuous, convex and

monotone increasing. Also g(v), the asymptote of TorF(r) 
"" 

v -+oar is g(v) =

oF* (1-a).t. Therefore (3.4) has a uni-que finite solution for o( ) O and for

any c. Under the conditions d = O and c 2 O, it holds similarly.

The property (3.3) is called stabl-e by Ross(rgZO); we can therefore say

the forced stopping problem is stable.

A necessary and sufficient condition that the solution v* of (3.4)

satisfies .r"EF is that E(X -F)* Z c/(p -ot). If c = o, the resutt is

trivial- and it holds that

(3.s) lr3"*< sup[*; r(x)<ri.
Examples of the solution v* in (3.4) with c = O are as follows.

(i) Normal distribution N(0,1); O 3v+S*,



!(v) =o/v/(P-o()
wheref t.rl = (ft) - vQtv), Q(v) = l*pt*)a* ano f (x) is-u'
(ii,; gxt.nential distribution with a density function

a density functi.on.

Aexp(-Ix), A > o;

t/x< v*g oo, (exp(-,).v))/(t-iv) = - a/(p _o1

(iii) Uniform distribution on a unit interval (O,f);

v+-r/(i,+@).

).

O.5 
= 

v*< 1,

LEMMA 3.2 The functional equation of V(x), I € R:

(3.6) v(x) = max(i(a)x + (t-.t("))[n(v(x)l - c]l
where /{";, a € A is in ft.q), has a unique solution in a functional- space

lV(x), x 6 R ; E(V(X)) <ooJ under Assumption 3.1. It is given by

(3.7)

where v* is determined by Lemma 3.1.

Proof. We can show by straightforward calculation that (3.21 satisfies
E(v(X)) <oo and (3.6). The uniqueness can be proved from the fundamental

property of rmax' mapping in (3.6), as in BeJ_lman(1957).

THEOREM 3.3 In the j"nfinite horizon case under Assumptions 1_.1, 2.1_ and

3"1, the strategy *6: - (*Or_r.. r*dn,..) <Y, with

(3.8) |^", x*('x)! v*,
*fn(to) =1 r rr

L"o
n=l-,2,... is optimal and the optimaL value V* i.s given by

(3.9) Vキ = v姜 。

Proof- Let V(x) denotes the optimal- value when the first X1 = * is observed.

By the optirnarity principfe, v(x) satisfies the optimality equation (3.6). rt
forl-ows that, with the j-ncumed cost c, the optimal value equars v* = E[vtxl]

- c. Hence (3.9) ls immediatery obtained from (3.7) and sfv(x;l - v* + c.



THEOREM 3.4 rn the case of c = or a sufficient condition that p(t(*o-) < o")

= 1is that o(>0.

Proof . Since X(k), k=I ,2,.. are i.i.d.,

P(t(*a) - n) = P(X(k) < v", k=1,..,D-1, X(n) Z v")

= (1 - F(yx-) ) (F(rro-) )t-l.

Now c=o impries that E(X-vo)*/n(x-.r" )- = s/p . rf c{ > o, then E(X-v*;+ )>

yi-eJ-ds v* 4 suplx;F(x) < f J and so F(v") < 1. From these, the concl_usion

immediate 
"

■.4.   APPLICATIoN TO A BEST CHolcE PROBLEM

Let the observation cost c = o and let X(n), n=1,..,N be independent

random variabl_es such that

(4.1)

Ｏ

　

　

　

Ｓ

["/t{ with probability 1_/n,
X(n) = {

L O with probability 1,-L/n.

(4.2)T(n)(x)=T:,β

n(X)=E(XN― n~X)+β
n

The stopping problem for this process (4.1) is cal-l-ed the secretary choice

problem by chow, Robbins and siegmund(1971). we wi]l not assume (r.3) and use

dr,, p' instead of d, p in (1.4). It is seen, i.ndexing the time parameter,

that results similar to Theorem 2.1 ho1d. Define

- E(X-. - x) 0nN-nn

for n=O,..,N-1 in place of (2.1_). Fron (4.1),

r(t)(")
x < O.

-o )/N )xnnn
N /N < x,n'

< N /N,n

ｆ

　

ｅ

　

ｆ

・■

　

ｒ
ヽ
　

・■

＋

Ｘ
　
　
　
ｎ
　
ｘ

ｎ
　
α
　
　
　
ｎ

（●

　

ｒ
、
　
　
α

β

　

β

　

α

Ｆ

リ

ー

し

〓

/tt -n
/t{ -n
/N-n

if  O <



where Nn = N - n. Since c=Or Vr", = p' holds by (2.4), and so consi-der the

following sequence similar to (2.2):

(4.3) V. = Efx I : r/ru
r L"NJ - r/r"

v - v ' *(n-1)"'
n n_' + T"' *'(Vn_1 ), n=2,3,...

This is different from the usual problern; if dn f O, we note that the

sequence V' is not generally monotone increasing.

ASSUMPT10N 4.1 Let メ , ρn ,atiSfy the conditions:
び五< βn≦ 1'

亀+1'

メn+1 + ス
ntt n+1 ≦彗 0

(1) 0≦

(ii) en≧

(iii)α  ―
n

for each n.

LEMMA 4.1 Under Assumption 4。 1, ■f n/N ≧:VN― n
for some n, then it

holds also for later n.

Proof. If V-, - is concave in n, the lemma is immediately proved since theN-n

boundary Vr,., at n=O is strictly positive, that is, the lnitial position is
IY

above the straight line n/N. To prove this, it is enough to show that

(4.4) r(t)(vrr) - ,(n-t',urr_r) t o.

First,we show that T(n)(x)≦ T(n~・ lx),0≦ xく ∞ ;this fo■■ows because

T(n)(x)is a convex function of x and is composed of three ■ine segments.

Hence it is suFficient to consider the inequality at l = Nn+1/N and x = Nn/N.

The result is ■mmediate at these po■ nts for the ■ncreas■ ng メ and decreasi,g

en f0110Wing from Assumptions 4。 1 (i),(iii).

To prove (4.4), we restrict ρn tO be a constant in n, without loss of
generality.  Becausel f°r a general 

β , the gradient of T(n)(x)。 n o ≦ x ≦

Nn N decreases, the above arguments ho■ d independent■y of βn  n x≧ Nn/N.

Cons■der a function of x:

10



s(t)(*) = r(n+t){r*r) - r(t)(*)
where y = T(t)(*). on o5x{ 

^-,.,/N, 
if y=T(n){*) = o, ,(t)(x)so follows by

consi.dering

st*)(lvo/tt) = dntr/N - dn+r(Nn/N+y) - (-croN111 /N)

= (o(n- dr+l + dr dn+l ) Nn+r /N S o.

rf y ! o, clearly ,(n+l-){**r) 
=T(n+L)(x) S t(t)(*) hctds by the monotone

decreasing property of Ttt'(*) in n and x. For x > Nn/lrl , we easily see that
y=T(t)(x) < o and

st*)(*) =dn+r/N- d111(x+y) -y= (dn- dnt*r*dr.dn*r )(x-tlN) € o

by Assumption 4.L(iii). hre have thus obtained S(t)(*) €o on o !x and so

conpleted the proof of the lerrrma.

The optimal policy oo Is, by (2.3) in Theoren 2.1, such that *orr., = a, if
Xr,) VN_r, occurs or n/NZ U*_.r; that is, we declare "stop,, if the relative
best appllcant has appeared. Define

(4.5) r't* = irrf ln ; n/N = Vf.,_rr3.

By Assumption 4.1 and temna 4.1, the optimal strategy of the consldering

problem is the oLA policy(refer to Ross(rszol;. The result is summarized as

fol-]ows.

Theorem 4.l- The optimal

a^ for D=1r.. rD*-1 and *O-U-'-n
until- n*-1 and then declare

among the previous ones.

strateg5r of the secretary

= a, for p=t1*, . . ,N. That

t'stopt' if an appeared one

choice problem is *6r. =

is, observe applicants

is relatively the best

In the rest

tend to infinity.

considered.

of the section, we

Two special cases

study the limiting procedure by allowing

of the coefficients dr, and pr., are

11



(I) REFUSAL AND NO-FORCED STOPPII{G

Let

(4.6) 0_ = p and d, - O/n - n

where p is a constant(O < p < l_). Since dr, = O, there occurs no_forced

stopping, and this is the uncertain ernployment case considered by Smith(1925).

By (a.3) and (4.5), we have

(4'7) n*=inftn; p(l * (+t-t,7 .tpy1r,*rtp,,.",N-3+p-r 1r .'-'n t n-/nE + "' * ('n,. n+l_,.'. N-3,N-2,

* 1l*o.1..1n:zlP1.r' < 1 i"'t N-2 'N-1 j

where F = 1 - p. If p=1, (q.z) becomes

n*=infln; t/n+ L/(n+L)+ +l_/(N-t-) < 1q
as is well-known.

If p < 1 and v, = p/N, (4.3) and (4.5) imply

(4.8) n* = inf{n; p(r+p7n;(t+5y(n+1))..(r+p/(N-t)) < 1J.
This result is obtained by Smith(fgZS). The limit is
(4.9) lim n*/N - pt/cl-P)

This varue hol-ds for both the cases (4.7) and (4.8). This is seen in the next
generalized situation.

(II)    REFUSAL AND FORCED STOPPING

Let

(4"1-O) 
Pr, = p and o(r, = q/(N-n)

where p and q are constants with O Sq< p < 1.

The situation in thi-s secretary choice problem is that there are two

observers' one is a young man who wants to choose a secrerary and the other is
his grandmother who also observes applicants. Each of the applicants ranks

12



indedendently and also assume that there are no relation between two

components of the rank. The problem is to find the best one with respect to

the young man's rank. As a stopping rule, he could choose a candidate if he

thinks she is best, in accordance with the possibili-ty of refusal p. Aside

from this case, there occurs forced stopping. That is, although he thinks

that a candidate is not the best, he is forcibly stopped and must accept her

when his grandmother thinks her the best one. The factor q denotes the

strength of this effect.

Clearly this reduces to case(I) if q = O and (4.1O) sati_sfies Assumption

4-1'. Now we proceed to cal-culate lirn n*/N as before where n* is given j-n

(4.s). By (4.3), if Nn/N

Vn+1 = Vn   (キ
 ~ ‖卜)p 二 い n n

n       n

=p/N +  η v
n n

where nn=α
n + ( 

α
n~ p)/Nn and α

n = 1 ~α n°
   Hence we have, from the

iteration (4.3)and the prOperty of the optimal strategy, that

(4.1■ ) Vn十■ 〒 p(■
+η

n+η nη n―■
+・・+η

 nη n―■・・n.)/N + (1-p)η nη n_...n./N

(4。 12) ηn = 1 - (pttq)/Nn + q/Ni = 6nNn+■ /Nn

where

Sn = 
・

 + (p― q)/Nn+1 + q/(NnNn+■ )= ■ + p/NA+. ― q/Nn

and p = 1 _ p.   Substituting (4.12)in (4.■ 1), we Obtain

v針.=¥{p(七 +≒ +ギ■+…■■)+5■■ )・

By (4.5), we must find l first n such that  n/N ≧VN―
n〕  S°

13



(4■3)inf{n;p喘 +δNn+1轟 +… +δ
Nn+■

6Nn+2… 61出 )+F主喜土 ≦.)

In the limiting prOcedure, it is enough to consider the relation between n and

N:

¨功
■謀:訳キ催1鳥 )/1N―ll+子聾非|

From the principal terms Of δ
n' We can wr■

te

6Nn+1 = 
・

 + (p― q)/n + 0(■ /n)

where o(1/n)denOtes terms Of Order smaller than ■/n.   Hence (4.14)implies

■/p=■/n十 (1+雫)/(n+1)+… …(1+雫 ).。 (・+譲 )/(N―■)+:L吾上+0(■ )

where o(1)is a term OF neg■ igib■e order as n ―ゥ ∞.  Rearranging the sum in

(4。 14), we have

(■―qνp=(■ +雫H■ +誇)+守豊1等非 +∝ .)

prov■ ded p + q ≠ ■.  The last twO terms of the above equality nぃ e negligible.

Using the approximation l+x～ exp(x),

10g((1-q)/p)=(5-q)Σ
ttk~1+O(1)

Therefore we have Obta■ ned the result that

(4。 15) ■im n姜 /N = (p/(1-q))1/(1~p―
q)  for p + q 

≠ 1.

If p + q = 1, by (4.■ 4), we have

1/p  =  1/n + ... + 1/(N― ■)+ o(1)

14



Whi9h implies

(4。 16)       lim nX・ /N = exp(-1/p)。

In (4。 15), since

いバト0)ν ll~p‐ =鉄 メ _   )

when l _ q _, p, we have exp(― ■/p)。  So there is nO gap between (4.15)and

(4。 16)。   Letting q = O in (4.15), this reduces tO p1/(1-p)as in smithis

(1975)refusa■  and no― forced stOpbing Case, whi■ e letting p = ■ in (4.15), it

reduces to (1-q)1/q as in the forced stopping caseo  From this, we see that p

and l―q in ρn   p and メ  = q/N  have a dual property。

15



2.   MULTI一 VARIATE STOPPING PROBLEMS WITH A MONOTONE RULE

2.1.   STATEMENT OF THE PROBLEM

Let Xn' n=1,2,..  be p_dimentlonal randOm vectOrs On a prObability space

(≦2, お , P ).  The prOcess t Xnl  Can be interpreted as the payoff to

a grOup OF p p■ayers.  Each Of p p■ ayers Observes sequentia■ ly values of x  .
n

Its distr■ butiOn ■s assumed tO be known tO a■ 1 0f themo  Players must make a

declaratiOn tO either "Stop・ Or ●cOntinue'l on the basis Of the observed value

at each stage.  A group dec■ s■ on whether tO stOp the prOcess or not is summed

up From the individual declaratiOns by using a prescribed rule.

If the decisiOn is tO stOp at stage n, then player ils net gain is

(1・ 1)      Yた  = Xi_ nCt

where c  is a cOnstant ObservatiOn cost.  AccOrding tO the 
■ndiv■ dual

declarations, let deFine randOm var■ ables di, n=1,2,.., i=1,..,p by

(1.2)     di  =|:    if p・ ayer i declares t。

 ]:i[inu:.

We assume, fOr each n and i,

に 3)diこ ぁは
n)

where ね (xn)denotes the α_algebra generated by xn・

DFFェNIT19N ]・ 1。   An individual stOpping strategy(abr. by lss)is a

sequence of random var■ ables

に
“
)di=“

l輝:… di… →

satisfying (1.3).  コD・ denotes the set of all lss:s fOr player io   A p―

dimentiOnal to,1:― valued randOm vectOr

い )dn=“ ltti… dl)

denotes the declarations OF p players at stage no   A stopping strategy(abr.

by SS)is the sequence

16



(1.6) d - (d1,d2,..,dn,..)

and D denotes the whole set of the SS's.

Now we sha1l define a stopping rule by which a group decision is

determined from the declarations of p players at each stage. A p-variate

[0, f ]-vafued logical func,tion

(t.z) ?L= ?r(*1,..,"P) : to,t-lP-rto,t\
is said to be monotone (cf. Fi.shburn(l_971)) if

ln1(1.8) ?t (xt,..,xP)< rc(yt,..,yP)

whenever *iS yi for each i.

DEFrNrrroN 1".2. A stopping rule(abr. by sR) is a non-constant logical

function 1g and a monotone SR is an SR ?L with

(i) monotone and

(ii) rc(l-,1-,..,1) = 1.

In this paper an SR means not "when to stop" the process but I'how to sum

up, the whole players'declarations. The property (ii) is called unanimity in

Fishburn(1g71), Its dual property lc(O,O,..,O) = O is not needed to assume

here. A constant function makes the problem trivial because the decision is

always to stop from ( ii ) .

The monotone SR has a wide variety in choice systems of our real life and

shows a natural requirement in the analysis of or:r problem. Some examples for

the monotone SR are given as follows.

EXAMPLE L.1. (i) (Equal rnajority rul-e) rn the group of p players, if no l-ess

than r(5p) members declare to stop, then the group decision is to stop the

process. That j_s,

1(1.s) ic(d:,...,0:)= 1(o) irf,l 
,al

For instance, a simple majority for three players, (p,r)=(3,2), is
1 -2 ,3. ,1 ,2 .2 .3 .3 .17t(d-,d-.d-) = d--d- + q.o + o .on'n'n'nnnnnn

17



Where 十 ■S a logical sum and ・ is a logical product.  The stOpping problem of

the majOrity rule was discussed in Kurano, Yasuda and Nakagami(1980).

(ii) (Unequal majOrity rule)A straightForward extensiOn of (1。 9)ism叫 叫
芭 14!に :l

where w・  ≧  o, i=1,.。 ,p are given weighting constants.  Including these cases,

monotone rules have wide varieties.  see Table 3.l in SectiOn213 foriseveral

ruleS with p=3.

(lil)(Hierarchical rule)A hierarchical system or Murakamits representative

system(cF. Fishburn(1971))is regarded as a cOmpOsed ruleo  Since a

compositiOn Of two monotone logical functiOns is monotone and (11)oF Def.1.2

holds, the hierarchical ru■ e ■s also a monotOne SR.

DEFINIT10N l.3.For an Ss d=(dl,d2'・
・ )Ca with dn=(dl,… ,d:),

n=1,2,。 .  and a monotOne sR ■ , a stopping time  tL(d) is defined bym甲の
llttrloSIhllxll…

中→

に・a式」ω=liittinYitl°

[∫1)=ψ .

When the group decisiOn is tO stOp at the time t.(d), player i gets Y17L(d)

DEFINl[:Oiall:。    Let 7C  be a mOnotone sR.  VJe call ・Xd= (・ dl,..,・ dp)

an equilibrium ss with respect tO  L   if, for each i and any d・ G D・ ,

I」]姜ご匡ばゴ,こ
∫‖ゞ01.ハ

In this paper we treat the vectOr valued expected net ga■ n

(1.14) E[Yk(d)], deD

18



and our objective is to fined an equil-ibrium SS *d €8 for a given monotone

SR 7C. The notion of equilibrium owes to the non-cooperative game theory by

Nash( 1951) .

In order to denote a stopping event of the system for a given SR, we need a

set valued function on 6:p{X,.,). For an SS d=(d1 ,d2,.. ), we call

(r.rs) o: = [r.(l I a]t,) = r- J 6 d3(xn)

an individual stopping event(abr. by ISE) for player i at stage n. If

^iD'occurs, i.€., u€ D', then player i declares to stop. So

-1d = l--1n -L)
n

(1.16)

(1.18)

Where ID iS an ■ndicator of a set D on g≧ .  Hence there ex■ sts a set valued

function TT On β
p(Xn)C°

rresponding to a logical function 7C On{0,1lp, such

that

(1.17) π (dl,… ,dl)=L(ID・
'・

・ 'IDp)=IT(Dl,… ,Dl)・n     n
Clearly two functions t and T are re■ ated to each other.    For example,

・
(dl,di,dl)= di+ di・ di  COrresponds toT(Dl,Di,Dl)= Di∪ (Di′、Dl).

The stopping event(abr. by SE)of the prOcess at stage n is denoted by

Dr, = It,leCZl rct41,..,dP)=rJ =TIto1,..,o:).
ltle note that, if an SR ttr i-s monotone, AiC Bi for each i implies

(r.rg) TI (A1,..,AP) c lltrt,..,BP)
from (1.8).

DEFIIIITION 1.5. For a given (monotone) SR 7t, a corresponding set vaLued

function Tf l" called a (monotone) stopping event rule(abr. by SER).

Next, a one-stage stopping model is considered to clarify an SS of our

problem. Each player observes a random variable X =(X1,..,XP) with nlxil < o

and player i receives a net gain xi - "i if the group decision is to stop, or

,ri - "i if not, wherelri i" a given constant. If they use a monotone SR 7C,

the SE of the system becomes Tltol,..,DP) for iSE Di, i=1-,..,p. Then the

19



expected net gain for player i is expressed by
rii-(t-zol E[txr-"i)]g{D1,..,0p)] + P(ff(D1,.-,nP))1rri-"i)

=r llxi-.ri,tTr,or,..,np)l *,rt - "i.
Since a logical functi,on can be written generally as

?L(x1,..,XP) = *i'K(*1, ..,"t,..,xP1 *F. rc(*1,..,f,..,xp),
it hol-ds 

:
(t.zt) TT (D1,..,Dp)=[Di^TItnl,..,6,..,nP)J

u i;LTT(o1, - -,$,. -,rP) 1

i-n terms of the SER. Substituting this into the last expression of (f.2O),

It becomes

. f- i i,f_ r -_(L.22) \ . (x--v^)irr1,,.,r o .,Dp) - tTl.(ot ,..,f ,..,DplJ ap
JDt nt ll \u r"r)(rr

By (r.1s), ,.,".*:';;;i ';-,,1:: 
,",1:;,-',*,,,.., , .,Dp) Z o.

Therefore we can derive the next proposition.

PROPOSITION L.1. when D1,..,Di-1,Di*1,..,DP are fixed, prayer irs

maximum expected net gain subject to Ore d3(X) is attained by

(r.zg) oDl:l*t>.rt],

and it equals

where x+=max(x,O) and x--max(-x,O). Especially, when Jf (D1,..,(1,..,DP)
1

= lT(Dt,..,(,..,Dp), player i's expected net gain (I.22) or (I.24) is

constant not depending on Di.

By Prop.1.1, we have solved a one-stage problem where the seeking

equilibrium SS is glven as (f.ZS) and we showed that player i's ISS depends on

the i-th component Xi onl-y among the p-dimensional vector X. In fact, it is

seen intuitively as follows. Because the larger he observes his value, the
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larger he obtains his net gain, so he is eager to declare to stop. This

situation holds under a monotonicity of the rule, but does not hold under

another rul-e lncluding negation. The negation is quite the opposlte of one's

intention. It is known that the rnonotone logical functi-on does not include

negation and vice versa. Other essential- one is 'rnon-cooperative" character

in a reward, so other players' net gains do not affect his gain. Therefore,

he observes his own value closelv

In the end of this section we refer to the winning class of Kadane

(L9778). He proved the conjecture of Sakaguchi(1g78), that is, the

reversibility in the juror problem by the choice of many persons. To prove

the reversibitity affirmative, he used a notion of the winning class as a

choice rul-e.

DEFINITION 1.6. Let p denotes a number of players. A family ]7f of

subsets of integers {f,2,..,pJ is called a winning class if
(i) l-t,z,..,pJ €?rt

(ii) W €W, W') W implies W' e ?,tI.

Assume that r players, €.g., player i1,..,i" declare

process must be stopped if a set Ii-,..,i 1 j.s an element

if otherwise.

Ｏ

　

　

Ｉ^

ｔ

　
　
　
Ｏ

stop" Then the

W, or continued

For a non-empty subset itl=ti1,..,i"J or{r,2,,.,p] there corresponds a

vertex x of the p-dimenslonar unit cube whos" ir-,iz-, and i"-th component

are equal to 1 and remaining components O. For two corespondences between

Wl'W2 and xr' x2 respectively, a necessary and sufficient condition that VJ,

C W, is that x, € *Z (component-wise). Let V be a set of vertices

correspondj.ng to a winning crass 1,,J. Define a logical function /L by

rc(x1,..,xF)=1 1n
if (x',..,XP) eV,

otherwise.=0
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Then the following proposition holds immediately.

PRoPosrrrol'l 1.2. The stopping rule by a winning crass of prayers, Def.1.6,

is equival-ent to the one by a monotone logica] function, Def.1.2.

22



2.2. A FINITE HORIZON CASE

Consider the finite horizon case restricted by a prescribed number i.l < oo

Our object is to find an equilibrium SS for a given SR and determine the

associated expected net gain under the situation formul-ateci in the previous

section.

ASSUIIPTIOI'I 2. 1.

(a) For any SS d=(d1, .,dr,,.. ) e.D, ori = L for i=l,..,p with prob.1.

(b) Random vectors. X1, . . ,X* are independent and tf xl I 4 oo for each n, i.
(c) A logical function rc is a monotone SR.

Let us consider a sequence of vectors Vrr=("l,..,.,r:) defined by

(2.1-) 'l*r = '* - "t + st({_"-"*l*prT{il (v{i} l\i-")r
__「 Fl盛,.―

V》
~ま

I鶴 (1■ |《_P],n>■ ,

Vi=E[《]― ci

Vli〕 =(1,“。,電
~・

,V卦
1,…

,《)G RP~・ , i=1,… ,P,

(2.2)

where

(2.3)
魂

鋤
(《

埼
1卓P=P(T← Di_n"二 ,大Di11,2,★D識

…
,彙D爵_PI〈_P

(2.4)メ
I封 (ザ 1卓P=P(π ←Dl_.,… ,★Di:lル ,大D置

…
ドD:_PI《_P

and Ti is the SER corresponding to the SR 7L and

*ni ={rf 
i'-N-n ,'fr-rr>"; I € ts(\-rr), i=lr... rP.

From Assump.2.1 (a) and (c), p(t,.(d)Sl{) = t holds for a1l SS ae$even if
the observation cost is negative.

THEOREI4 2.1. By a sequence Vr, =(r1,..,.r:), n;1- in (2.!) and (2.2),

let us define an SS *d 6P as foll_ows: For n=1,..,N_1,
i,(2.5) *d^(iD) = J t if o€"Di , i.e., Xt(r^,) > ,i_r,,

l

L o otherwise

and
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(2.6)姜 di鰤 )=1, aoe.ω 〔Ω.

Then キd is an equ■ libr■ um SS under the monotone SR  π  and

(2.7) E[YtJttdl~VN

holds.  That is, vi iS the equ■ libr■ um expected net gain for player ■.

Proof.  DeFine

tA = tn(姜d)= firstim2n  such that t(Idm)=1:

For n=1,..,No C■ early n≦ tA≦ N and ti=t(・ d)。 Where t(・ d)=tt(キ d)

and t is fixedo  We will show that

い )EドtA]=Vi_n_― 輛―⇒C・ ,i=L… ⊇
by backward induction on n.

From t粛
 = N and (2.2), it lS trivial for n=N.  Assume that it is true

for n+1.From the deFinition oF SE ttDn=T(姜 Dl,… ,姜Dl)G´ (Xn),

tA = n      °n ttDn'

= ti+1   °n ttDn

Hence

Eド
:★

〕 =Eド
i;夫

D♂ +P(■ )Eド
社 F.n

It equals, by inductlon,

E[Xl―nci;彙Dn]+P(大 Dn)(Vk_n―nci)= E[X・ ―v・_.;†Dn]+ (Vお _n~Ci)―  (・―■)ci.

The First term of the right hand side in the above equation is rewritten as

E[(《―vi_n)+3π (彙Dl,“。,2,… ,★Dl)]¨ E[(1-4_.)~;T(彙 Dl,¨ .,φ ,… ,彙Dl)]

=E[(電―《_.)+ρ‖I(くi静 {)]― E[(《―〈_n)~メ鷲I(《ill寸)]
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So, from (2.I),
iiiiiri_rr+r = Elx^-vi_n;*Dnl * rfr_r, - c-.

This implies (2.8) and we have proved the latter part of the theorem by

letting n=1 1n (2.8).

Next we must show that, for fixed i,

(2.s) EfYi..-...'l < EfYi-.- ct*d(i) )' + sL -E(*d) l

where *d(i)=(*d1,..,di,..,odP) and oi=tal,..,di) is any rSS for player i.

Define ndi 
,rt=o,1-, . . ,N by

Drl r =r ^l 
*ar Jr -r.cl =(dl r.. ronr-Qn+1'.. r-dNJ 1r D=I'.. 'll

j

- *d* if n=O

using di and *di. This ISS for player i is consistent with *di after

n-th period. AIso define a strateg5r na(i) by

ta(i) =(*d1,..,tdt,..,*dP).

crearry Na(i)= *d(i) and oo(i)= *d.

We show

(2. r.0) EttlC"u<rl 
l l a ntvf ,n-tu(r) ) 

l

for n=1,..,N because (2.9) is proved immediately from (2.1-O). By the strategy

ta(i), it is enough to consider a stopping time t' instead of t. It is seen

that
tttlr,("u(i)) I = ntvl;o'l * P(4lst"lr,*rt"a(i)) l

where D ls an SE wlth respect to *d1,..,tdt,..,odP. Since t-..(nd(i)) =n n+l-

t (*d) on 6- and nivi i i
-n+r-' v' n L rn*t(-d)J= ti-r, -DC ' it becomes

ntxl-ciiDni + P(4) {.,fr-,r-"i) - (n-1)ci

Q.E. D.

Tiris is an extension of Theorem 3.1 in our previous work, Kurano, Yasuda

Nakagami(lg8O). In the resul-t, the player i's region for declaring to stop
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{キ di = 11= tXi≧ a certain va■ ue;, n』≧1

is that an SR tt satisfies ,(■ dl,… ,0,… ,・ dl)≦ ん(・ dl,… ,1,… ダdl),n21,

for the equilibrium ss ttd.

If we impose further assumptions, then next two corollar■ es are obta■ ned

immediately.

COROLLARY 2.2.   For each n, if components of (Xl,・ ・ ,Xl)are mutually   .

independent and identically distributed with X:, then (2.1)implies

(2.1■ )   vl+. = vl ―Ci 十 パ蹴

i)E(挙

ξ_n―Vl)+― メyi}E(Xf n~vl)~

where

β「
→=《 fハ

(可
il)=P(T(彙

Di_n'"・ ,■ ,…彙Dれn))

has the form of x; 
= f" certain vatue J It i-s intuitively natural and

this rule is called a critical level- strategy. In the proof of the theorem

we can see the following corollary.

COROLLARY 2.1.   A necessary condition for

and

`「

4=《{・
(VI■ )=P(.(★Dl_.,"0,ψ ,…彙D晏_.)).

COROLLARY 2.3. In additon, if the stopping rule rc is symmetric

for i and j, that is,

(2.L2) a(..,di,..,di,..) = 7L(..,di,..,di,..)

and if c]= cJ, then "l = "i for each n. If tC is symrnetric for any pairs,

this leads to the majority case discussed in Kuramo, Yasuda and Nakagami

(1980).

EXAMPLE 2.1.   Simi■ ar to Example 4.2 in Kurano, Yasuda and Nakagami (1980),

we consider a variant of the the secretary problem(cfo  Chow, Robbins and

Siegmund(■ 971), Gllbert and Mostel■ er(1966))with a mOnotone ru■ e.  Three

players want to choose one secretary and we ■mpose the follow■ ng unequal SR:

(2.13)  7C(xl,x2,x3)=xl+x2x3, xi ctO,■ ], i=1,2,3.
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This means that a secretary is accepted only when either player 1 says ,'yes",

or both of player 2 and player 3 say ,'yes .

From Thm.2.1, the equilibrium SS *d is determi-ned by the sequence of {vi'Ln

i n=1 ,2,.. J in (2.1-1) where ci=O and v]=f/n. Since the SR rc of (2.13) is
symmetric for players 2 and 3, 12 =r3 i"or Co" .2.3. Definenn

1 -r I r 2 2 ^r- = inf Lr ; ril_"3r/N l, r- = inf tr ; "._.S r/N J.
The strateg5r for player 1 1s that he observes until tfre (rl-t)th stage and

then declares to accept 1f the relative best one appears. For players 2 and

3, the strategy is similar. Numerical results are as foll-ows.

N      r      vi     r      v〔

10       3    .3642    1    .1685

30      10    。3649    2    .0801

100      36    .3673    3    .0322

300     1■ o    .3677    4    .0135

1000     367    .3678    5    .0050

10000    3678    .3679    6    .0007

We have applied our result to a secretary problem with an unequal SR and

showed the equilibrium SS is a critical level strategy. But, as a remark,

the asymptotic numerical resul-ts for N= oo is non-interesting. Under the

sR (2.13), player l- behaves as if it were a one-person-game and prayer 2, 3

are neglected. A modified setting of the secretary problem is discussed

by Presman and Sonin( j-975) and Sakaguchi(l-98O)

27



2.3. AN II'IFINITE HORIZON CASE

In this section we treat an infinite horizon case N = eo. The SS,s class

is therefo"e {d e O; P(trc(d) s oo ) = 1}. The problem is worth studying when

the observation cost is non-negative. Theorem 3.1 discusses the case of ci
o for all i, i-n which case the stopping time is finite. rn case of 

"i = o,

i=1,",F, some trouble occures in the multi-variate problem. Though we have
:.

defined Yi = lim-suR Y" in (r-re) on the analogSr of one dimentional problem,

apparently this definltion is not natural for all players under some SR,s. To

avoid this, we assume that the equilibrlum stopping time is finite, Then we

can establish the continuity from the finite horizon case and compare the

expected gains between rules and between players. From the formulation of our

model, this assumption is often satisfied because the process is forced to
stop by the conflict among players.

ASSUMPTION 3.1.

(a) Random vectors XL, X2,.., X=(Xt,..,XP) are independent and

identicalty distributed with nlXil(Dofor at_1 i.
(b) Each eLement of a cost vector c =(c1,..,cP) is strictly positi_ve.

(c) The sR iE is monotone and let J! be the corresponding sER.

(d) The following simultaneous equation of V =(v1,..,vP):
(3.1) E[(Xi―vi)十 ♂

iゝ

(vfi)lx・)]― EI(Xi―vi)~οご「
fi)(v fi)l xi)]= ci

i=1,… ,p has a sOlutiOno where vfil=(vl,… ,vi~:vi+}..,vp)(Rp_1,

β耳{工)(v{埼
I Xi)=P(T(D・ ,… ,■ ,… ,Dp)lxl),

メ
T(1)(v fi〕

I Xl)=P(可 (D・ ,… ,,,… ,DP)IX・ )

and Di=[Xi≧ vi3,i二 1,2,..,p。

THEOREM 3.1.    under Assump.3.■ , an Ss ttd =(■ dl,:.,・ dp)determined by

“

31⇒ キdio=1∞ )if Xlω )と (く )キvi,

for each n and i, is the equilibrium sS for the class tde£
);P(tだ(d)≦ ●・)=1}
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and

(3.3) P(ti.(*d.)<oo) = 1,

(3.4) t[ttrtr(*d))J = r',ri, i=1,..,p
hold where *V =(ov1,..,orP) is a sol-ution of (3.1).

By (3.4) ' *V is called an equilibrium expected net gain. The proof is
similar to that of rhm.5.3, 5.4 of Kurano, yasuda and Nakagami(19go). So

we omlt it here.

In the rest of the section we restrict our attension to the case of
(b') C = O

Under the assumption (b'), it may happen that the equllibrium stopping time is
not finite. But if we assume the next (e), the following coroLlaries hold.

(e) P(t?c(*d)<oo) =1 where *d is defined by (3.2).

rt is seen in Exanple 3.2 that there are cases which satisfy (e).

coRoLLARY 3.1. Assume (a), (b'), (c), (d) ana (e). rf X is bounded with
prob-l, then *d is an equilibrium ss for the restricted crass [u . D;
P(tE(d)< to)=tJ and (3.4) holds.

The proof is immediate by Thm.5.3, 5.4 of Kurano, Yassuda and Nakagami

(1980). Hereafter we assurne that

. 
(a') (a) and components of (X1,..,XP) are independent.

COROLLARY 3.2. Under assumptions (a'), (b'), (c), (d) and (e), if
P(Xi= X)=O where y=sup{y.;P(Xi > y)> O 3 , then *d is an equiJ-ibrium SS

for the class lA.D; p(t&(d)Soo)=1] and (3.4) hotds.

Proof. By Assumption(e), p(TI(*D1,..,oDP)) > O where oDi =lrt a *rrt] If we

assume that P( 1I("o1 ,..,9,..,*DF))=0, then pg[(*11,..,S] ,..,oDP) ) 2 o trom

the monotonicity of the rule. From (3.1), (a') and p(TI(oD1,..,e,.-, *Dp))>O

and P(T[(*p1 ,.., f,..,oDP))=O implies (xi- o.ri)* =o a.e., that is, *ri Z y.

This means *Di - l, a.e.. by the assumption. We have
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p ( TI ( oD1 , . . , oDi , . . , *DP ) ) =p ( lT ( *nl , , . , /,. . , oDp ) ) .

This is a contradiction because the left hand side is " > O" but the right one

equars zero. Hence we obtain P(T[(*D1,.., F,..,oDP)) > o. For the SS

li) 1 i n ' li?*6trJ=(*dr,..,dt,..,*dP) where d1 is any rSS, it is seen that P(trc(x6(]J) <o")

=1. Hence the proof is immediately completed from Thm.3.1.

Q.E. D.

In the case of SR rc with P(t*(*d)=oo)=1, there is a player I such that

(3.5) *vi = sup I y;P(Xi> y)

Clearly (3.4) is satisfied for player i by (1.12). But for other player

j(li), ovi does not necessarily sati-sfy (3.4). Therefore the solution of

(3.1) does not always consist with the equillbrium expected gain in this case.

In order to di-scuss the associated gain including this case, we simply call an

expected gain (omitting "equilibrium") by the solution *V which is the

J.imiting value as N +oo in the finlte horizon case. Refer to Figure 4.1 in

Kurano, Yasuda and Nakagami(lg8o) and Tabl-e 3.L.

Now we shal1 give the bound of the expected galn by varying SR. The

expected gain vi=vi(o) 
""=ociated 

wlth an SR satisfies that

(3.6) nxiS .ri = r,rp lv,P(xi>y)> o J

for any monotone SR ?t. In fact, this is proved by using a ratio (3.8) as

follows. By (a') and (b'), the equation (3.f) implies

(3.r) n[ (xi-vi)*]/rJ (xi-.,ri)-l = f!i] {vtl},
where

(3"8) ..!
P{f,} 1urit, - dTrfi} (vfii)/ pn{it tvti},

= p(11 (D1,-., g, -.,DP))/p(iI (DI,...,0,-.,oP))

provided the denominator ls non-zero. Since the SR 7f- is monotone,

(3.s) o s e1'-)(v{ii) s 1- JTT
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holds. Therefore (3.9) implies (3.6) immediately.
{i\. fil i i tii til

From the above argument, ft;'(Vr-.) )=1 implies v'-EX', and f'f'(v1'' )=o

implles vi=sup I y;P(Xi >y) > O I . The second assertion corresponds to P(t,c

(*d)=a)-l as remarked at (3.5). Here these two extreme cases are interpreted

as fo]Iows.
lil lil 1 nFirstly f\it (vtrj )=o is equival-ent to 1T(o' ,.., /,..,DF) = yb a.e. and

al-so to Tc(d1,..,O,..,dF)=O with prob.1. This means that whenever player i

decl-ares to continue, the decision process surely continues. But it does not

mean that declaring to stop causes to stop the process. Player i is endowed

the veto power. This brings him the maximum expected gain. secondly gtli tu{iiJ [l

)=1 is equivalent to lT(o1 ,.., F,..,DP) = lT(o1 ,.., SZ,..,DP) a.e. and a]so

to 1[(d1 ,..,o,..,dP)= rc(d1,..,]-,..,dp) with prob.1. For player i, decraring to

stop or to continue does not affect to the resulting process. He is ranked as

the outsider of the game and his expected gain EXi is the least one.

Now we sha1l make a comparison of gains between players under a fixed

rul-e in Cor.3.3 and also between two different rules in Cor.3.4. The next

theorem is immediately proved from (3.7).

THEOREM 3.2. Let Vn =("rft,..,4) and ufi =("*,..,"f,1 be expected

gains corresponding to SER's Jf anO f, respectively. For player i, j,
^ti\ ^filassu e f[' and f\t are defined by (3.8). If X1 and XJ are identicatly

distributed, we have
r ()l *(3.1-o) v:)- r-.Jil1:f"fr

l<l
if and

(3.11)

only if

′ΨttL

Under a Fixed SER T, ■f X・ and x」  areCOROLLARY 3.3.
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■dentically distr■ buted and if

(3.12)∫甲(vギ )≦ ∫午
1(Vギ〕

)

then  vキ
 ≧  ヾ

キ
.

COROLLARY 3.4.  If, for player i,

(3.13) Tt-(D1,. .,{L,..,Dp) ) fitDt,..,fL,..,DP)
and lI (Dl ,.., f ,..,DP) c f,tot ,.., Q,..,DP)

for every Dk e J'3(X), kfi, or

(3.14) f{#(uLil') = gtffrutill
for every utiS=(rl,..,ri-1,ri*1,..,uP) such that nXkS ,rk S ",rp{y;P(xk 

> y) >

o], kli, then ";Z "h hords.

2.4.   EXAMPLES

EXAMPLE 3.1.  Consider a majority ru■ ett「]=(p,r)。 f p players, where r (1く rく p)

is a najority }evel. Let Xi, i=1,..,p be i-ndependent, ldentically distributed

with X. If EX<suply;p(X>y)x), tfren the equilibrium expected gains for each

rule are

(3.15) '1;tpl ) 'T1p_rl ) )'Ttrl
In fact, since the SR is symmetric, we can set the players'gains being

equal

tTI[t] = "httl ' i=I '2'"''P'
Hence

rTlrr(v{i}) = 14J.1 (') = } - ,t(=,o-),

where
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{(r,v1 = (::i)(1-;)r-1 -p-r t Zl=!_, (n;t)(r-?lk;e-k-I

and v=p(x 5 v). Since f (r,v) is increasing in v and ?(r,vy < f (r+r,v;,

we can see Jrrr*.., 1v; is decreasing in v and F_. . (v)il[rj ,]ILrJ' ' J ll[r+1J'
Similarly as Cor.3.4, it implies (3.15).

Figure 4.L, in Kurano, Yasuda and Nakagami, shows each expected gain of
(3.15) for p=5 pJ-ayers. For r=1,..,p-1, Tff.l j-s an equilibrium SR "ro rf["]

is an equilibrium expected gain from cor.g.2. But for r=p , each pJ_ayer has

the veto power and so ,fu[p] ="rplv;e(x 2 v)>o]. Thougth its stopping time is
P(t*^..,=oo)=1 , the associated expected gain is equilibrium directly from

I I LI'J

(r. re; , (r. ra) and (3.4).

Example 3.2. Let components of random processes be independent, identically
distributed with a common uniform distrlbution U(o,1). Table 3.1- shows a

numerical example with p=f, for non-trivial_ monotone SR's. In the first four

rul-es P(t.,.("d)

players who attain its maximum expected gain unity in the last four rules.

Each expected gain 1s the }imiting value of the finite horizon case. Except

5-th,6-th,7-th rule, the val-ue is an equilibrium one by Cor .g.2.
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Table 3.1 Monotone SR's with p=J.

Monotone SR

lr1* 1, 
* 

2,* 3;
xl長 2

p■ .3 is

an

outs■ der

(5-■ )/2

≒0.6180

(F―■)/2

0.5

xl慨 生
3

asymmetr■ c

case

(P,r)=(3,■ )

0.5437

0.5437

0.5437

x≒ ?量強1惚■
majority

rule fOr

(P,r)=(3,2)

'2

'2
「

/2

'2≒0。 7071

2-「

'≒0.5858

2-F

CommenEs

for the rule

(Equi…

■ibrium)

expec ted

ga■n v

1

2

3

V

V

V

P■ .■ is

a dictator

x≒ ?七、3

p■ 。■ has

veto

power

■

(F―■)/2

(5-■ )/2

■ 2
XX

p1.3 is
an

oucsider

■ 23
XXx

unan・ mity

(P,r)=(3,3)

■

0.5

0.5

■

■

0.5

■

■

■
|

34



3.   ASYMPTOTIC RESULTS FOR THE BEST CHOICE PROBLEM

3.1. STATEMENT OF THE PROBLEI|!

An optimal stopping problem is related to a Markov decisi.on process

with two actions: stop and continue. The equation for v(i), the expected

reward under an optimal policy when starting from state i, is givon by

(1.1) v(i) = maxflr(i), -c(i) . Z, n(t, j)"(j)J, i 6 t1 ,2,..\
where r(i) is an innediate reward, c(i) is a paying cost and p(i,j) is

a transition probability on the state space, 11,2,...]. The best choice

problem, variously called the secretary problem, Googol, Dowry problem in

Chow et a1. (1964), in Gil-bert and Mostel-1er(fgOO) and else, is an optimal

stopping problem based on relative ranks for objects ariving in a random

fashion; the objective is to find the stopping rule that maximizes the

probability of attaining the best object of the sequence.

To consider the problem as a Markov decision process, suppose that

the model is in state i iff tfre ith object to be examined is better than

aII its predecessors(the relativel-y best object) and the two actions are

to accept this object, or reject it and wait for the successors. The

imrnediate reward r(i) is a probabili-ty that the object accepted 1n state

i is the absoluteLy best one. And the transition probability p(i,j) is

a conditional probability that the next rel-atively best object to appear
.thrhwill be the j-" object in the sequence, given that the i'" obJect in the

sequence was rel-atively best.

The Markov chain formulation is considered, for example, by Dynkin

and Yushevich(l-969) and so its details are omitted. The practical_ situa-

tion for the well-known problem of one choice among n objects then becomes:

The state space is a set of integers {r,2,..,n}, the reward "(i) = i/n and
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the transition probability R(i.,5) = i/ ((j-1)j) for 1Si< j in, p(i, j) = O,

otherwise. Hence (1.1) implies

(L.2) v(i) = tn.*1i7.,, ill_.,.v(j)/((j-1)j)J, i=r,2,..,o-1, v(n) = 1.' -J=l+-L
By solving this equation, one obtains the optimal value, i.e., the rnaximal

probability of attaining the best object, and the optimal strateg5r, i.e.,

how to accept or reject an object

Although the solution can be obtained easlly in this case, let us

consider the foll-owing alternatlve method. We lnvestigate the conditional

optimal value.when the decision-maker rejects all objects until and including

the ith relatlvely best, instead of the optimal value. Denote by w(i;n) ttre

second term on the right hand side of (1.2). Si.nce this term comesponds to

the rejection and v(i) is the optimal value, w(i;n) will be the conditional

optimal value. That is, let w(i ' 'nn ' t'\ tt t' ' \'in) = w(i) = ilj=i*r"( j)/((j-1) j) ' i=1,2,.-,

n-1 and w(n) = O. Then clearly w(i)-w(i+1) = (v(i+1)-w(1+1))/ (i+1) and so

(1.3) w(i) - w(i+1) = ( (i+t-)/n - w(i+1))* /(i+1), i=l,2,..,n-1

where a+ = max(a,O).

Following Mucci(rgzg) and Lorenzen(19g1), we consider a scaling limit of

(1.3), f(x)= 1im w(i;n) as i and n tend to infinity subject to i/n=x. This
at+oo

leads to the differential equatlon:

(r.a) df(x) /dx = -x-1(x-f(x))+, o < x < 1

with boundary conditlon f(1)=O. Immediately we obtain f(x) = -xlog(x) on

-1 -1 -1e -Sx5-1 , f(x) = e ' on Ol xge-' From thls solution, we can

determine the optimal value and the stopping i.sland named after Pressman

and Sonin(1972). A relatively best object is accepted iff the tine of

occumence of this objects belong to the stopping set. If k,k+L,....,m

belong to this set, then the interval It,rlis a stopping island. The

optimal value equals v* = lirn v(1;n) = lim rr*{l-7rr, w(1;n) } = f{O+) = .-1
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and the stopping island is the interval fd.*, 1l where c(* = infl*t * > f(x) 1
I

= e -.

The aim of this chapter is to apply this method to the best choice

problem with a random number of objects, and obtain some explicit solutions

in the asymptotic form. Instead of the differential equation, an integral

equation is considered so as to treat the case with a general dlstrj.bution

of the number of objects. But here we assume that the total number of

objects is a bounded random variable'with known di-stribution. presman anci

Sonin(1972) considered this problem by an approximation method of the

parameter associated wlth its distribution, rather than by using the scal-

ing J-imit. For another problem of minimizing the expected rank of the

indivldual selected, Gianinl(1979) has used a ciifferential equation method.

In section 3.2 an integral equation with a general distribution of the

number of objects j-s derived by adapting the above method. However, if the

distribution is absofutely continuous, 1t reduces to a differential equation,

the simplest one being (f.a). To find an optimal strategy, we determine the

stopping island. A certain condition implies that the stopping set is a

single island of which the lower bound can be found, and of which the upper

bound is l-. This condition is fundamentaf to our discussion and contributes

to obtaining a solution of the integral equation exactl-y. As an extension

of the uniformly distrlbuted case, we obtain an intermediate resul-t between

the non-random case and the Rasmussen and Robbins(fgZS) problem. Another

intermediate case of a distribution, which is not absolutely continuous, is
also considered. The next three sections are devoted to discussing three

different variants of the best choice problem.

In section 3.3 the resul_t of Smith(l-979) involvj_ng a refusal probability
is extended to that of a uniformly di.strlbuted number of objects with non-
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non- constant refusal. For the variation of the multiple choice permitting r
offers, Gilbert and lilostelrer(1966) had formul_ated and ramaki(1979a) had

obtained the result for r=2 1n the uniform case. In section 3.4, we give a

further result of the optimal value of r in an iterative form for the same

situation. For the multiple choice problem, the aim is to select the best

and the second best objects, a problem solved by Ni-kolaev(r977) and sakaguchi

(1979). We consider this problem with a ranciom number of objects and

calculate results for the uniforrnly dlstributed case in section 3.5.

In the rest of this section we set out notations and preliminaries. For

integration with respect to the probability measure dQ on the unit interval

[o,rl: v(a, = Ior,*)a0(x) for a].1 intervals A in [0,1], we shalt use the

abbreviation:

(t.s) dv(x) - v(x)00(").

For any bounded function u(x) the relation (1.S) obviously irnplies u(x)dV(x) =

u(x)v(x)a0(x) tp.137, Feller(l-966) ). Using this short hand notation, an

integral equation of the forn:

f (y) - f (x) = sl",.,f (t) )aott) . llo(t,11t) )at

for all O ( x < y < L is equivalent to

(r.0) df(x) = a(x,f(x))aE(*) +b(x,f(x))dx, ocx< 1.

tet f(x) apd g(x) be two functions of bounded variation over Io,l], right
continuous and with left-hand l-imlts, then, by Fubini's Theorem,

o-z) d(fe) (x) = f (x)de(x) + e(x)df (x) - [rtx)-r(x-)Joe(*)
holds(p.336, BrEmaud(fgef)). if f(x) is continuos in O ( x ( 1, then

d(fg)(x) = f(x)dg(x) + g(x)ar(x)

follows immediately.
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3.2. A SCALING LrMIT OF THE OPTIMALTTY EQUATTON

The probability model- for the best choice problem with a random number

of objects has been considered by Presman and Sonin(1,972). We therefore

omit details of its construction here. To take a scaling limit, we restrict

ourselves to the case where the number of objects is bounded.

ASSUMPTION(I). A random number of objects N is bounded with a probability

one, that is, there is a positive integer n such that

(2.r) n = inr{t;r ; p(N2k) = o};

The state space is a set of intege." f f ,2,..,n\. State i in the model-

means that the ith ob.iect appearing is the relatively best one (better that

all its predecessors). The rneanings of the transition probability and reward

are similar to those for the deterministic case introduced in the previous

section, with some learning procedures inclucied. Let us denote p. =

P(N = i) and 7c. vn iransition orobabilltv matrix p 
=,. =trt=iPt. The transition probabillty matrix P = (p(i,i);

1€i, j!n) is defined by

p(i, j) = ilLi/( j(j-l)q ), r. < i ( j <; n,
(2.2-)

p(i'n) =Xl=i*ripk/(k?c'i), 1s i ( n and p(n,n) = 1'

The expected reward r(i) is

(2.3) r(i) = r(i;n) =Il=rtRu,/(krc'r),

and the cost is c(i)=O for each i. From the general equation(1.1), the

optimal value v(i) = v(i;n) satisfies an-optimality equation:

(2.4) v(i) = maxtr(i), pv(i) ], i=r,2,..,r-1, v(n) = 1

where P, r are defined as in (2.2), (2.3) respectively.

ASSUii'lPTroN(rr). There is a probability measure d0 on [0,1] such

that for any sequence s(x;n), k=1 ,2,..,n with lim s(k;n) = s(x) for k,/n = x
f,, 0(2.s) lim X l_.,.,s(k;n)F,_ = \lstt)aO(t) =J,.. ..rs(t)dE(t)eft=J*l -'k 
Jx '(x,y]frJrD

where i/n - x, j/n = y for x, y €[0, 1]. Further we assume that dQ
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satisfies the conditions

(2.si) (1-fl*))-tS]r-taQtr) -.> r as x --> 1-,

. nl -1(2.5ii) x 1_-y -dQ(v) -> o as x -> O.JX-

Hereafter Assunptions (r) and (rr) will arways hord. But, in section 3.5,

(2.5i) and (2.Sii) are slightly strengthened to discuss multiple choice

problems.

Let us define

(2,6)
w(k;n) = w(k) = Pv(k) = I: ,-..ktc..'(j )/( j( j-1) E ), k=l,..,n-1,aJ=K+J_ J - R'

w(n;n)=w(n)=O.

As in the previous section, this corresponds to the conditional optimal

value when the decision-maker rejects all objects until and including the
thi-.' relatively best. Since

w(k) = l"(t*r)/(k+r) + w(k+1)k/(k+1)\nu*r/\,

hoIds, (2.a1 implies that

(2"7) w(k+1) - w(k) = w(k+11 iculnn - (k+1)-ti"tk+1)-w(k+r)]+r1*r/lcn.

PROPOSITION 2.1. A scaling limit of the sequence, f(x) =.Iim w(k;n)
F,n+e

for k/n=x exists. Using the abbreviation (1.6), f(x) satisfies the

equation

df(x) = f(x)(r-gx))-1oD(x) - *-1(R(x)-f(x))+ox, o ( x 1 !,(?,9)
f(1) = o,

where R(x) = x(r--flx)l-t Jlr-ta{(v), o < x ( 1, is welt defined by (2.sj.)

and (2.51i) 
"

Proof. The standard Picard lteration method implies the existence of the

equatlon and the scaling limi.t. As k and n tend to infinity, provided k/n

=x' we see that 
^utou 

-r (l-e(x))-1oqt*), r(k+l) 9 R(x), frx*t/\*--r 1 and

(k+1)-1=n(tc+l-)-1 (t/n) --r *-1d". Thus (2.8) is immediatery obtained by

taking the sun of (2.7).
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THEOREM 2.2. The optimal val-ue v* of the problem in the asymptotic form

is given by v* = f(O+).

Proof. Since w(1;n): O, V* = *li"t1;n) - Iim max(r(1;n), w(l_;n)) =

lim w(1;n) = f(O+).
Ytt ro

Now let h(x) = tlv-1aQtv) and

(2.e) H(x) = h(x) - Jl"-tn(y)dy = (1+1og(x) )h(*) * Jlroe(v)on1y;
forOSxSl"

CONDITION(E). H(x) = tt(x;E) changes its sign once from - to + as x

varies from O to l-.

Define

of=finf{x;H(x)Zo!(z.to) ?

I r :-r empty.

Then Condition(Q) implies that H(x) > O on Ido, ]-]. This is important

for our argunent to obtain the solution exactly, and is closely related

to the condition for an OLA policy in Markov decision processes. In the

discrete paraineter problem, a similar condition was imposed i,n Presman

and Sonin(TSZZ), Derman et al-.(Unpublished) and Rasrnussen and Robbins(1975).

PRoPOSITION 2.3. If E(x) satisfj.es Condition(Q), and if flx) is

continuous for O ! x 4 1-, then the optlmal value is given by

(2.rr) v* = (r-[(ot*))f(cr*) = c$h(a*).

The stopping island [o(*, t ] is determined by the unique solution of the

equati.on:

(z.tz) n(x) =o, o(x( 1.

Proof. By (f.O), (2.8) is equivalent to

(t-O(*))df(x) = f(x)dp(x) - *-1(r-E(*))(R(x)-f(x))*o*, o ( x ( 1.

Since Bx)-O(x-) = O for every O q x ( 1-, (r.7) implies that (1-E(x))f(x)

is differentiabt-e in o ( x ( 1 and g(*) 
= 

*-l(r-g(x))f(x) satisfies the
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equation

dg(x) = -x-1max lr,tx), g(*) l o*, o < x (, 1,

g(1) = O'

Condition($) i-mplies that (2.12) has a unique solution and this differen-

tial equation is explicitly solved as

f f '' -1r -.r lv-'n(y)dy o" {H{x) } oJ = ['4, 1],
*(r): (-" 

L (const)/x on { H(x) < o.] = ( o, af .

Therefore, using Theorem 2.2, (2.t1.) is obtained immediately.

This propositlon provides a solution of the problem with the random

structure under Condition(Q). From equati.on( 2.L2), the lower bound of the

stopping island, or the threshold of the acceptance region for the rela-

tively best object is determined; the optlrnal val-ue is al-so calculated from

this threshold i. (2.11_).

COROLLARY 2.4. If the measure dQ(x) is absolutely continuous with

respect to Lebesgue measure dx and f(x)
(2.t3) aE(x) = /(x)dx,
then (2.8) is reduced to a ciifferential

df (x) /dx = d(x)(1- [(x) )-1r(*)
Q.l+)

f(1) = O.

is its density function,

equation:

- *-1(n(x)-f(x))+, o < x ( 1,

Hence o(* is a sol-ution of the equation

(2.15) n(x, = 5lr-t(1-1og(y)+tog(x l)/$)dy = o.

ft is noted that x S R(x) € 7 for O€xS1. The case R(x) = x for

O(x(1, gives a model for the non random number of objects, that is, pn

= L for k=D, p,- = O otherwise. Since [(x) = O, O (x41, (2.14) becomes- -l<

the differential equation (1.4), which is known to be the simplest case.

The other equality, R(x) = 1 for O < x < 1 and R(O) = O, lmplies f(x) = O

because no stopping occures. Generally, if R.(x) S n^(x), O(x(1 then the
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correPponding Optimal value is vI≦
 V差・  HenCe

R(x)= x, this gives the maximum value fOr the

has a distr■ bution.  The next two examples are

■ntermediate result between the non_random and

cases.

for the non-random case,

number of objects, when this

intended to ill_ustrate an

the uniformly distributed

optimal value

EXAMPLE 2.1.   Let the number Of Objects be unifOrm■ y distributed on a

partial interval i n― m,n―m+1,。 .,nlof ll,・・,n〕 for some m(0≦ m≦ n)・  That is,

pi=1/(m+1)for i=n_m,… ,n,and pi〒 0'Otherwiseo Let i,m,n→
"with

θ= m/n fixed.  Taking the sca■ ing ■imit (2.5)of Assumption(II), we have

φ(x)=1/O for l― o≦ x≦ 1,and軟文)=o,otherwise,and it is seen that

(2.5i)and (2.5ii)nre satisfied.  Instead of sOlving the differential

equatiOn (2.14), we obtain vtt and メキ directly from (2,11)and (2.15),

because each distributiOn 至(X)〓 こ(X;0); 0(oく l  satisfies ConditiOn(亜
)。

We conclude that

case

Table l

stopping is■ and

1-0≧

1-0≦

rf 0 -> o, the

tends to 2e-2

Robbins(1975).

was adapted in

EXAMPLE 2.2.

２

　

　

２

一
　

　

一

ｅ
　
　
　
ｅ

15i{e-1, r l
[.-',11

-(G/0)log1r-g)e-1
2e~2/θ

optimal- value tends to e-1 (non-random case). If g -> 1, it
as discussed in Presman and Sonin (1,972) , and Rasmussen and

Stewart(fgAf) treated the same distribution but his model

a Bayesian sense.

Now consider the limit distribution,

0(t1j ) = 1 -g and dQ(x) - gdx for o<x<1 with some

There is a polnt mass of probability at the point 1. This

0≦ 0≦ 1.

■s another ■nter―
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mediate example between the non-random case and the uniformly distributed

case' which j-s not absolutely continuous. Since it satisfies Condition({)

and is continuous in 04x(1, we can apply Proposition 2.3. We see that
r--

d* = exp( (r-zg-,ltr-ze*zg')) /g)

by solving equation (2.!2). Hence the optinal value is

-

v* = (Q+J 0_20+ze' ) )exp( (r_20_ ltvze*ze.)) /0)

by (2.11). We observe that the optimal val-ue is monotone decreasing as 0

increases.
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3.3. THE PROBTEM WITH A REFUSAL PROBABILITY

One of the variations in the best choice problem is a model which

induces a refusal- probability into the decision "acceptancer'. Smith

(fgZS) calls the secretary problem with this change 'tuncertain employ-

rnent". Sakaguchi(1979) generalized this model to the multiple choice

problem, on which a random structure wil-l- also be imposed in section 3.5.

The optimality equation for a finite(deterministic) number of objects n

with a refusal probability p is

(3.1-) v(i) = maxfni/n + (1-p)rll=r*r'(i)/(3(3-r-)), t)l=r*r'( i)/(i(i-1))]
where p is a constant such that Ocp<1. Fo}lowing the same procedure

with the scaling 1imit, this leads to the differential equation:

(3.2) df(x)/dx= -px-1(x-f(x))+, o(x(, 1, f(1) =o.

Solving it, we obtain the optimal value v* = f(o+) = pl/(r-p) and the

stopping island Ip1lt1-p), tJ, namely smith(1975)'s result.

Now we consider a model with a random number of objects and inducing

the non constant refusal probability p(i) = p(i;n). We can describe the

model by the optimality equation using the same notation as in section 3.2:

v(i) = r"* {p(i)r(i) + (r-p(i) )Pv(i), Pv(i) J , i=1,..,D-1,
(3,3)

v(n) = P(n).

As in the previous section, we have the following theorem under the same

assumptions.

Let h(x) = J ]v-taUtv) and

(3.4) H (x) - h(x) - q(*) (1i,(v)p(v)/(yq(y) )dy
PJx

where q(x) = exp( (tr-t(l-p(y))oy) and p(x) is a scaling limit of p(i)=

p(i;n) with i/n=x. From a real-istic point view, the refusal probability

should not depend on the order in which the objects are examined. In

this case, (3.4) becomes as Ho(x) = h(x) - p*P-1!lt-on(y)ay where, as
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in exampre 3.1, the refusal probability is assumed to be constant.

CONDITION(0^). H_(x) changes its sign once from - to + as x increases.p-
Define, similarly,

c(: =[ lnfi*, H_(x)Z oJ(3.5) p { p

I r ir empty.

THEOREM 3.1. The integral equation of the problem is

,^,\ df(x) = f(x)(r-[(x))-10[(x) -*-1p(x)(R(x)-f(x))+dx, o( x41,
(J.b/

f(1)=O.

If 壺(X)iS COntinuous fOr oく (x`(l with Condition(亜
3), then the optimal

value v* with a refusal probability p(x), Ocx<1 is given byp

田
甲

¨ 押
響

H甲
ぢ 嘱

甕

時 lply1/1yqlyl n・

The stopping island Lr{;, r] is determined by the sotutiondfi or Ho(x) = o.

EXAMPLE 3.1-. We consLder the case of p(x)=x, O<x(1, where the number of

objects is uniformly distributed on [f ,2,..,nJ and p(x) = p for O<x<]_.

Since dflx) - dx, (3.6) leads to a differential- equation:

df(x) /dx = (r-*)-1r(*) - p*-1(R(x)-r(x))*, o 4 x I 1, f(1) = o

where R(x)= -x(t-x)-1fog(x). Since h(x) = -tog(x) and q(x) = *P-1, the

equation H (x) = O becomesp

p(xP-l-t) * (t-p)rog(x)= o.

We see immediately that[x ; Hp(X)≧  01=[∝き' 1l h° ldS, and henco vぉ
 =

-diioet4;) by (3.7). Some numerical- resuLts are given in the Table 2. tr,e

note that P = L.O coresponds to the non-refusal case with a uniformly

distributed number of objects discussed in section 3.2 (See Rasmussen and

Robbins(r.975) ).

１くＸく０ｎ●■ｎＯｔａｕｑｅｌａｔｎｅｄｎｅＣＳｎａｒｔＳ●■ｈｔＦＯｎＯｔｕ■ＯＳｅｕｑ●■ｎｕｅｈｔＳ●■■
　
ｎ
ｒ

メｅＣｎｅＨ
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Table 2

refusal probabilj-ty stopping isLand

Ir(;, 1I

optimal value

~メ

おl°g(晨
6)

。5

。7

・9

。99

■.0

[ .oero,

[ . rose,

[ . rzoo,

[.raaa,

I u*'=.13s3,

11

11

1]

11

1]

.2036

.2369

。2610

。2698

2e~2=。 2707
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3".4. A MULTIPLE CHOICE PROBLEM (I)

Another variation in the best choice problem is the case where the

decision is alLowed to make r-object choices(i.e., r stops) and one wants

to choose the best among these(See Gilbert and Mosteller(f_966)). Sakaguchi

(1978) has solved this by using the OLA policy and Tamaki(i-979a) has dis-

cussed the case where the number of objects is a uniformly distributed

random variable, and has obtained an explicit value in the asymptotic form

for the case of r=2.

As in the previous sections, we derive an integral equation in the

case of r-object choices with a random number of objects for the opti-
rnality equation. Following Presman and Sonin(tgZZ) and Tamaki(1979a),

the optimality equation becomes

v_ (i) = rndX Ir(i) * pr._1(i), pv"(i)J, 
"=r,2,..,(4.1) r u r

v.(i) = O.

As in (2.4), Iet w"(k) = Pr"(k) k=f ,2,..,n-1 and w"(n)=O for each r.
This denotes the conditional optimal val-ue, as before. The same Assump-

tions (I) and (II) hoLd as in section 3.2.

THEOREM 4.1. A scaling limit f"(x) of w"(k;n) provlded k/n=x in the

multiple choice problern satisfies the equation

df"(x) = (r-[(x) )-1r"{*)d0(x) - *-1(R(x)+f"_r(x)-f"(x) )+dx,

(4.2) fr(1) - o, r=\,2,...,

f'(x) =O for O(x<l-.

The optimal value v* equals f"(O+).

PROP0SITI0N 4.2. Let g"(x) = *-1(r-ilx) )f"(x) for r=1 ,2,.. . If CI.(x)

is continuous for O ( x ( 1, then they are differentiable and satisfy
(4.3) dg"(*) = -*-1 ma* [ h(x) + e"_r(x), B"(x)] u*, e"(1) = o

48
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Let hr(x)= h(x) + B"_1(*) and

n 1 -'lh"(x) - \ *t 
-n"(y)dy for F=1,2,..

H"(x) changes its sign one from - to +

H"(x) Z, oJ.

(4.4) Hr(x)=

ＸＳ

●
　
　
　
ａCONDIT10N(亜

r)・

Let メ
ぶ = inflx;

THEOREM 4.3.  The

wnere

nuity

f(x)
r

■ncreases.

optimal vaLue v* of permitting r-object choices is

islands are determi-ned by the sequence(■―Ⅸメ芸))≒ (スぶ),and tte StOpping

(電 ;k=1,2,… ,r).

In the rest of this section it ls restricted to the uniform distribu-

tion: FU = 1/n, k=1,2,..,n. Then (4.2) irnplies

df"(x)/dx = {t-*)-1r"(x) - x-1(n(*)*f"_1(x)-f"(x))+, o(x( 1,
(4. s)

fr(1) = o

where R(x) = -x(1--x)-1tog(x). We now use proposition 4.2. From (4.3),

we have that

(4.6) B"(x) = S }r-th"(v)dv = - S}r-te"_r(v)dy + Jl r-t,Ji "-toO(z))oy
e-onlx; -1og(*; + 8r-1(x) = 8"(x)] and, in the neighborhood of x=o,

(4-7) ,g"(x) = (const)/x.

From (4.6) and (4.7), f"(x) is solved. To denote this solution explicitly,

we set inductively

Kr,, = L3r/(3t) + (c. .,-"i)exp(Li) + K.L.,
(4.g) r.+r. r r.-1

"i = "i_1 
* L.exp(-Li), i.=1 ,2,..,r

and Kr-O and cO=O. It is seen that, from the conti-

the , that

1-x), 0<

-x ) * frog

r
* "r-r/* * K"l'

* rog2(x)/(zt)

r-2/x|' ""-1 S

・■
　
　
ｆ

Ｌ

　

　

　

Ｏ
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Ｘ
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／
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ｒ
ヽ

X≦ Xr_1,

*;+1-1oS"(x)

-K- ,1og

(4.9)
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Wher? Xi = exp(― Li), i=1,2,.. and O<xr<xr-1く 。.くX.=e~2く 1.

value vtt of r一 °bjOct chOiCes is v芸
 = fr(0+)= cr・

  ThereFore

nine the optimal value for every r by the iteration (4.8).

cL = ze-Z = .2707 and c, = "1 * (1+{Er/3)exp(-(1+jAl3)) =

two terms are consistent with Presman and Sonin(L972), and

respectively. Numerieal- calculation for. different vaLues

following results:

Times of choice r :

Table 3

3

The optimal

we can deter-

For example,

.4725. The first

Tamaki ( rgZga)

of r glves the

Optimal value .2707  .4725  .6208  .7149  .7552  .7609  。7610

It seems here as if the optimal value converges, but in the original

model of the situation it must tend to unity as r increases. The cause

of this may be that we have taken the limit n to infinity for a prefixed

number r.

V・  :
r
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3.5。   A MULTIPLE CHOICE PROBLEM (II)

A multiple choice problem which is to select the best and the second

best objects, permitting a 2-object choice, is considered by Nikolaev(IgZ7)

and Sakaguchi(1979). Sakaguchi treats the uncertain employment problem

i.e- with a refusal probability, in our terminolog5r, which we have discussed

in section 3.3. While this model is not considered here, we shall discuss the

case of a random number of objects, and calculate the uniformly distributed

speci.al- case as previously.

The optimality equation obtained by sakaguchi(L979) and ramaki(1979b)

is as folLows:

u1 (i) = i(j-1)/(n(n-1)),

u2(j)=max卜
1(j),Σ l=j+.j(j~1)/(k(k-lXk-2))だr:=.us(k)],j=2_n-1,

ul(n)= u2(n)= 1,

V(1)=maxttul(2)+u2(2))/2,Σ 逸11/(k(k-1))モ
v(k)],

v(1)=max〉
1=i+11(i~・ )/(k(k-1)(k-2))づ

:=lus(k),Σ l=i+11/(k(k-1))姜
v(k)l,

i-2,.. ,n-2, v(n) = 0.

The solution of v(1) = v(l;n) is the

probability of stopping twice which

obj ects .

Similarly as in the previous sections, we are concerned with the

bounded randon number of objects and the same notations are used. Because

two stops are required, it is enough to assune that'N 23, that is, pL =

F2 = o- Hence E1= E2 holds. we then have the foll-owing optimality

equation

vnur(j) = lt=ji(i-1)pnl(k(k-1)7cj), i=2,..,D-1,
u, ( j ) =rn.*{t,, ( i ), Xl_jrrj ( j-r )e.k/ ( k ( k-t ) ( k-2 ) o: ) -I3=ru" ( k ) J,

(5.1) ur(n)=ur(n)=t,

optimal va1ue, that

includes the best and

is, the maximum

the second best
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v(n) = O.

Define the conditionaL optimal value w(k) = w(k;n), k=l,2,..,n by

v2w(1) =I]=r""Q)/2,
w(k) = Il=u*ru(u-r)8"/(s(s-1) (s-2)\)-)'i=ru.(s), k=2, . .,n-1,

w(n) = O.

Then

(5.2) w(k+l-) - w(k) = pUw(X+t)/tcn-TX*r/((t+r)ot)*

姜Σ:=k+lk(k+1)ps/(S(S―
■】嘔k+1)~W(k+1)

+α
:=k+lЦ k+⇒ pst ts―⇒にk+1)― wは+⇒ )+.

Also deFine

7(k)=Σ
:=k+lk亀 /(S(S~1)■ )モV(S)'k=1,… ,n-1,

γ(n)=0。

Then this satisfies

(s.3) 6(t+r) - il(k) = pkJ(t<+1)/Ex - ou*r/((x+r)ri.)*(w(k+l)-w(k+t ))+.

Hence, if Assumptions (I), (II) of section 3.2, and if

(t-O(*l l-1Jlv-2op(v) + 1 as x -+ t-

and

2 tL -2--,
"- );y -dg(v) -+ o as x + o

hold, we have the next two integral equations by taking the scaling limit.

PROPOSITION 5.1. Let f(x) = lim w(k;n) anO i(x) = lim fi'(X;n) provided
い′■ P′ 範

k/n=x. Then these satisfy

dr(x) - r(x) (r-q1*) )-1aE(*l - *-1{nr(x)-r1x) + (Rr(x)-r(x) )*Jo*,
(5。 4)

f(1)=0

where R2(X)=X2(1_.x))~り
ly~2d亜

(ジ ),o≦ 挙重1,and
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(5。 5)

(5.7) f(x)

dγ(x)=F(x)(1_。 (X))~ld亜(x)― x~1(f(x)一致x))+dx,

f(1)=0.

「
早EOREM 5.2.  The optimal value v姜 = lim v(1;n)in the asymptotic form i,s

given by the sotution F(o*) of (5.5).

Proof. From v(1;n) = maxlw(1;n), i(f ;r,)1, r" have io = h?XiftO*), i(O+)J.

By (5.4), f(o+) = o lmplies the resuLt, ?o = F(o*).

EXAMPLE 5-1. We calculate the optimal value and the stopping island for

the case o1'P+ = 7/n for i=1,..,n, that is, the uniform distribution dl(x)

= dx. By the same method as in previous sections,

. (^ = 2x/(t-x)*(1+xrog(x)-x), di ! x <(5.6) f(x) |
L = */( r-x;*[r-rog(x)+x-2df+1oe(di ) i,

where o(f (=.28467 ) is a unique solution x of 1-x =

x ( 1. Also,

=-2x/(1-x)・ ((1+x)log(x)-2x+2), 41豊 Xく 1,

1,

0 く X≦ メI

2(1+xlog(x)―x)in O く

= x/(r-*)*lroe' ]x)/, - (10914*)-20<i+t)10g(x) - x

=メ菫/(1-X)姜 [1 - log(叔差)+

α
甚 (=。

09610)is a unique solution

- 10g(X)+ 10g(ば
1)- 2メ 1 + 1

1og2(")/z - (rog14*)-zai+r)]og(x) - x + log2は1)/2-電 1logは I)

-10g1011)+5唯 -4.

+ 1。g2(仄
1)/2 - F《 11°

g(∝
1)- 1°

g(〆
I)+ 5σ望 .41,

試差≦X≦ ∝1,

2電 +logは1)l, 0く X二 α菫

the optimal value v姜  =T(o+)equals

γ(o+)=メ差[_10g(α差)J差-2雪+log(α
I)〕

(=.15498).

The optimal strategy in the asymptotic fOrm is that

(i)  on1 0, 製菫1, We paSS

(ii) on laら , aI], We make the lSt stop if the.relative best object appears

一
　

　

ｆＯ

■
９
」

メ
　
　
ｘwhere

x

Hence

(5.8)
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( iii ) on foti, r] , we make

object appears.

stop if the relative best or 2no best
h,l

^t lutne z
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