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Abstract: In this note, we will consider the best choice problem for random number of objects with a re-
fusal probability. There are many papers and books on this subject from Chow /Robbibs /Siegmund(1971),
Siryaev(1973) downward. These problems has been close relations with the martingale theory, the po-
tential theory, the optimality principle in the mathematical programming. And now it is derived the
optimal rule by using the sum-the-odds theorem. Refer to Ferguson(2006), Bruss(2003), Tamaki(2001),
Hsiau/Yang(2000) etc. It would be prefered to call it the odds-theorem rather than the secretary prob-
lem or the best choice nowdays. Here we adapt a classical analysis to obtain its optimal value for the
problem on Markov processes.

Firstly the formulation of stopping problem for Markov processes are given and its optimal equation
of the value are designated. Since the secretary problem has a special transition probability, we show
the optimal value is calculated as One-Look ahead policy or monotone stopping problem. Then it
is treated asymptotically and solve the value in the explicitly form by a differential equation. Some
equivalence relation is shown between the decision-theoretic form of the optimal equation and the
transition probability with refusal.

In the last, by a translation from the case of random number of objects to the standard form of
optimal stopping problem, we could obtain the optimal value in the cited case of title. Also a variation
for the selection is considered.

1 Formulation and Notations

The optimal stopping problem is a special case of Markov decision processes and the decision maker
can either select to stop so as receiveing rewards, or to pay costs and continue observing the state. Let
xu,1 =0,1,2,--- be a Markov Chain with a transition probability P = P(i,),i,j € S over a state space
Sin R'. We assume that S is countable, but this is inessential and for our discussion so that the scaling
limit case of problems with the random numbers can be treated. For a stopping time 7, the aim is to
maximize the expectation of payoff v(i; T) starting at i and its optimal value v(i) defined by

v(i) = supv(i,7) = sup E [r(xr - i c(xn) ‘ Xg = i] €S (1.1)
n=0

T<00 T<00



where r(i) and c(i) (i € S) mean an immediate reward and a paying cost respectively. Refer to
Chow /Robbibs/Siegmund(1971), Siryaev(1973) etc.

The relation between Markov potential theory and Dynamic Programming or Markov decision pro-
cesses is well known. The optimality equation is reduced as follows.

v(i) = max{r(i), Pv(i) —c(i)}, i € S. (1.2)

Consider the set of states for which stopping immediately is at least as gppd as stopping after exactly
one more period. Denote this set by

B={icS|r(i)> Pr(i) —c(i)} (1.3)

where Pr(i) = Yics P(i, j)r(j). The policy, defined by hitting time of this set B, is called a One-stage Loog
Ahead(abridged as OLA) policy, refer to Ross(1983). It is sufficient that the OLA policy is optimal if B is
closed and eventually hits to the set. That the set is closed means if

P(i,j)=0 for i€B,jcB (1.4)

where B denotes the complement of the set B.

There are many discussions on Markov stopping theory excellently as the excessive function, the
martingale theory and so on, however the general framework does not cover for specific solution in
the exploit structure or interesting features. The aim of this note is to obtain the explicit optimal value
associated with OLA policy and various problems in the asymptotic form. Firstly the motivated case for
the classical secreraly choise problem and then for the variation of the case with the refusal probability.
The odd-theorem by Bruss(2000) and Ferguson(2008) will be applied also as the optimal stopping rule.

2 Markov Potential

Let P4 denote the restriction to a subset A of S for the transition probability P, that is,
Paliyj) = P(i,j)1a() 25)
where the indicator of Ais14(i) =1/0(i € A)/(i ¢ A). We shall use the notation of a potential as
N£(i) = lim [{1+P+P2+~-+Pk}f} (i) i€S.

Theorem 2.1 If we assume that
limy [(pg)kr} (i) =0

(2.6)
[Ng(Ppr—c)] (i) < o
fori ¢ B, then
(i) the OLA policy tp is optimal,
(ii) the optimal value v(i),i € S is given by
] B

) = (i) + N(Pr—r =) (i) = "V oz 2.7
o(i) = 1(i) + N(Pr —r = c)* () { Par ) on B @7)

where + is the positive part of the function, and N and Ny are potentials with respect to P and Py
respectively.



3 The best choice Problem

3.1 Classical Problem

The secretary problem is an optimal stopping problem based on relative ranks for objects for objects

arriving in a random fashion. The objective is to find the stopping rule that maximizes the probability

of stopping at the best object among the sequence. The formulation of the problem as Markov processes

is given by Dynkin/Yushkevitch(1969).
The state space is S = {1,2,3,---,n} and the reward, its win of probability is (i)

transition probability is P(i,j) = ],(],%1), 1 <i < j < n. The optimal value v(i), is
! i
o(i) =max{i/n, Y ——=v(j)}, i=12--,n-1, v(n) =1.
j=it1 jG—1)

Taking a scale limit of i/n — x as i,n — oo, it becomes that
1
v(x) = max{x, x/ U;Z) dy}, xe€S=101], v(1) =1.
X

where the state space is S = [0, 1]. The solution is well known as

el on el
v(x) = { (0,677,

x on [e71,1].
By extending the reward r(x) in general, that is,
o(x) = max{r(x), x/: ”}5»‘2/) dyl, xesS=[01, o) =1
it is also the OLA policy is still optimal.
Assumption 3.1 The function

h(x):r(x)—x/xlr;g)dy

is finite on [0, 1] for a given r(x) and it changes its sign from — to + only once as x increases 0 to 1.

So there exists a unique solution « of the equation /(x) = 0.

Theorem 3.1 Using this solution, the assumption 3.1 implies that

Because the result of the equation (2.7) is calculated as

Pgr(x) = r(zx)g, (Pz)" Ppr(x) = r(zx)zlog" (%) /n!,  NgPpr(x) =r(a)

by using the notation (1.3).

Note also that
—xd:;ix) = (r(x) —o(x))", xe0,1].

i/n, the

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)



3.2 Problem with a refusal probability

A variant for the classical best choice problem is considered by Smith(1975) inducing a refusal proba-
bility. A given p means the probability of not refused case and the quality 1 — p is a probability of the
refusal. When there occues no refusal, that is, the usual standard problem corresponds to p = 1. The
asymptotic form of the transition probability is given as

-1
py (x/y)Pdy 0<x<y<l,
P(x,dy) = 3.13
(x,dy) { 0 otherwise ( )

Similarly before

Assumption 3.2 The function
iy ( —p / Lx/y) ay

is finite on [0, 1] for a given r(x) and it changes its sign from — to + only once as x increases 0 to 1. Its unique
solution is denoted by w,, of the equation hy(x) = 0.

Theorem 3.2 Using this solution ap, the assumption 3.2 implies that

v(x):{ :("‘”) on [0, apl, (3.14)

(x)  on [ap,1].

It is also known the technique of using a differential equation by Mucci(1973). We could apply the
case by this technique. Let

p/ x/y P dy, x €10,1]
which means a contditional optimal value. This satisfies
dV(x) +
— =p(r(x)—-—V(x))', x€]|0,1],
P =V) 0,1] (3.15)
V(1) =0.

The optimal value at the begining v* = V(0) = r(ap). Confirming that the case of 7(x) = x, the
)

equation /1,(x) = 0 solves x = a) = p'/(1=P) which consist with the result by Smith(1975).

4 Random number of objects

4.1 Formulation for random number of objects

The discussion on the stopping choice problem with a random number of objects is firstly by Pres-
man/Sonin(1972). Then Rasmussen/Robbins(1975), Tamaki(1979), Irle(1980), Petruccelli(1983) etc.

If we restrict ourselves that the support of distribution for a number of objects is bounded, the tech-
nique of the previous scaling limit could be applied.

Assumption 4.1 A random number of objects N is bounded and let

n =inf{k > 1;P(N > k) = 0}.



By using the notation of p; = P(N = i) and 7r; = P(N > i) = ¥4; p;, the transition probability matrix
for this case is as follows:

(i,}) T jcici<
i,j)=7—H—, 1<i <,
P iG=1) 7 J
. i .
plin) =Y k’frk,, 1<i<n, p(mn)=1, (4.16)
k=i+1
(i) =y P c(i) = 0, Vi.
k=i e
If we denote the distribution by ®(x), x € [0, 1] of its random number for objects, and taking the scale

limit of k,n — oo with k/n = x, then v(i) — V(x) and

pr/ 7t = dP(x)/ (1 — @(x)),

ipk _ 1 y- Pk _ /171
r(k+1) anl—ﬂlgk—)R(x)—licb(x) L yde(y)

the resulting the differential equation is given as

—xdV(x)+x 1‘/((;;())() d®(x) = (R(x) — V(x))Tdx, x€1]0,1] @17)

V(1) =0
where

x Ty
R(x):m/x y1dd(y). (4.18)

The details refer to Yasuda(1984).
Assumption 4.2 We assume that d® satisfies the conditions:

1. (1—®(x)) ! /xl y ldd(y) =1 as x—1,

1
2. x/ y ldd(y) -0 as x—0.
X

This assumtion implies that R(x) — 0(x — 0) and — 1(x — 1). In the usual non-random case,
1
R(x) = x, these conditions are satisfied since 1}i>(x) / y_l dd(y) =1forx # 1.
- X

Typical example of a random number N is the uniformly distributed case on a partial interval {n —
mn—m+1,---,n—1,n}of {1,2,---,n} provided that (1 < m < n). Letting 6 = m/n is fixed for
n,m—o00,P(x)=0 0<x<1-0), =(x—1+0)/0,(1-0<x<1).

case «: threshold  v*:optimal value
1-0>e2 V1-0e! - \/19_ 6 log(1—6)e!
1—0<e2 ¢2 2¢72/9

If 6 — 1 it tend to 2¢~2 as discussed in Presman/Sonin(1972) etc. Alternatively, if 8 — 0, this reduces
to the non-random classical problem and it tend to e~ ! as is well known. However it is interesting that
the threshold & = e~2 does not depent on 6 in case of 1 — 6 ~ 0, that is, case of the ambiguity is being
in spread.



4.2 Random number of objects with refusal

Here we would like to impose a refusal probability for the model. As it had been shown that, from the
optimal equation of classical problem to one with a refusal in section 3,

Instead of V(x) in the optimality equation (4.17), consider dv(x) = dV (x) — 11/(<Iic()x) d®(x). Then,
it holds that )
— x _ -2
o) = max {R(x), 15 [ (1= @)y 2ol dy | .19)

with R(x) in (4.18).

In a general consideration of decision for “stop”, there exist some possibility of ”continuity” in the
refusal problem. So for given transition matrix P and reward r, the optimality equation of stopping
problem: v(x) = max{R(x), Pv(x)}, 0 < x < 1 have a modification with a refusal probability p(x),0 <
x < 1 becomes

v(x) = max{p(x) R(x) + (1 — p(x)) Pv(x), Pv(x)}, 0<x<1. (4.20)
By letting
x 1
Po(x) = Ty L (0~ @)y oty dy,
4.21)
) =exp /y (1-p )y) and h(x /yfldQD ,
the following assumtion assures Theorem 4.1.
Assumption 4.3 Assume that
"h(y) p(v)
H,(x) = h(x) — x/id (4.22)
p(x) = hix) —q(x) [ HIE Y ay
changes its sign once from — to 4 as x increase.
Theorem 4.1 If Assumption (4.3) is satisfies, the solution is given as the value
. . >
= { inf{x; Hp (x) > 0} w2)
1 ifempty

determine its threshold policy and so the optimal value v(0+) in (4.20) .

However in order to display the above assertion or explicit form, it is not easy for us. Even the
simplest case of p(x) = p(0 < p < 1) and ®(x) = x (0 < x < 1), it needs the discussion on Lambert
W function.
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