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Abstract. We firstly introduce an evaluation method of fuzzy numbers
called the mean value with evaluation measures. Then, using this notion,
a stopping game model with fuzzy random variables could be formulated.
When a sequence of fuzzy-valued random variables(fuzzy RV) are observed,
the important problem is how to treat and analyze the model. Previously the
observed fuzzy RV’s are evaluated by probabilistic expectation and scalar-
ization functions, that is, λ-weighting functions and fuzzy measures. Here,
as an alternative approach, the mean value with evaluation measure is dis-
cussed. Also the fuzzy RV’s by the stopping times are defined and we apply
it to a zero-sum stopping game with fuzzy values. The saddle points for this
fuzzy stopping games are given under a regularity condition.
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1. Introduction and notations

A classical stopping game for sequences of random variables is known as Dynkin’s
stopping problem(Dynkin (1965)) and it is the two-person zero-sum game where
each player aims the game so as to maximize/minimize his own expected payoff in
the gambling. In this paper, we extend the game in the probabilistic and fuzzy con-
figurations. A stopping game for sequence of fuzzy-valued random variables(fuzzy
RV’s) are considered, which are random variables taking values in fuzzy numbers.
Fuzzy RV were first studied by Puri and Ralescu (1986) and have been discussed
by many authors.

Our objective is to discuss the game when the fuzzy RV’s are evaluated by prob-
abilistic expectation and a new method called as the ”Mean Value with Evaluation
Measures”. This paper treats a problem of fuzzy RV’s and stopping times. Then
the saddle point for fuzzy stopping games is given under a regularity condition.



In the rest of this section, we give the notations of fuzzy random variables. Let
(Ω,M, P ) be a probability space, where M is a σ-field and P is a non-atomic
probability measure. Let IR := (−∞,∞) and IN := {0, 1, 2, 3, · · ·}. A fuzzy number
is denoted by its membership function ã : IR �→ [0, 1] which is normal, upper-
semicontinuous, fuzzy convex and has a compact support. R denotes the set of
all fuzzy numbers. The α-cut of a fuzzy number ã(∈ R) is given by ãα := {x ∈
IR | ã(x) ≥ α} (α ∈ (0, 1]) and ã0 := cl{x ∈ IR | ã(x) > 0}, where cl denotes
the closure of an interval. In this paper, we write the closed intervals by ãα :=
[ã−

α , ã+
α ] for α ∈ [0, 1]. A map X̃ : Ω �→ R is called a fuzzy random variable if

the maps ω �→ X̃−
α (ω) and ω �→ X̃+

α (ω) are measurable for all α ∈ [0, 1], where
X̃α(ω) = [X̃−

α (ω), X̃+
α (ω)] := {x ∈ IR | X̃(ω)(x) ≥ α} is the α-cut of the fuzzy

number X̃(ω) for ω ∈ Ω.
In the rest of this section, we formulate a stopping game for sequences of

fuzzy random variables. Let {W̃n}∞n=0, {X̃n}∞n=0 and {Ỹn}∞n=0 be three sequences
of integrable bounded fuzzy random variables such that E(supn X̃−

n,0) > −∞ and
E(supn Ỹ +

n,0) < ∞, where Ỹ +
n,0(ω) (X̃−

n,0(ω)) is the right-end (left-end) of the 0-cut
of the fuzzy number Ỹn(ω) (X̃n(ω) resp.). We assume X̃n � W̃n � Ỹn almost surely
for all n = 0, 1, 2, · · · and P (Λ ∪ Γ ) = 1, where Λ := {ω | lim infn→∞ Ỹ ±

n,α(ω) ≤
lim supn→∞ X̃±

n,α(ω) for all α ∈ [0, 1]} and Γ :=
⋃∞

m=0{ω | Ỹn(ω) = X̃n(ω) for
all n ≥ m}, and � means the fuzzy max order ([3,4,6]), i.e. for fuzzy numbers
ã, b̃ ∈ R, ã � b̃ means that ã−

α ≤ b̃−α and ã+
α ≤ b̃+

α for all α ∈ [0, 1]. Then there
exist limn→∞ W̃±

n,α almost surely for all α ∈ [0, 1]. Therefore we can define a fuzzy
random variable W̃ such that

W̃±
∞,α(ω) :=




lim
α′↑α

lim
n→∞ W̃±

n,α′(ω) if α > 0

lim
α′↓0

lim
n→∞ W̃±

n,α′(ω) if α = 0
for ω ∈ Ω. (1)

Mn denotes the smallest σ-field on Ω generated by {W̃±
k,α, X̃±

k,α, Ỹ ±
k,α | k = 0, 1, · · · ,

n; α ∈ [0, 1] } for n = 0, 1, · · · . A map τ : Ω �→ IN ∪ {∞} is called a stopping time
if {ω | τ (ω) = n} ∈ Mn for all n = 0, 1, 2, · · · . Let ω ∈ Ω. For player 1’s stopping
time τ and player 2’s stopping time σ, we define a fuzzy random variable by

Z̃[τ, σ](ω) :=




X̃τ (ω) if τ (ω) < σ(ω)
W̃τ (ω) if τ (ω) = σ(ω)
Ỹσ(ω) if τ (ω) > σ(ω).

(2)

In Section 3, we construct a random variable from the integrand of a λ-weighting
function for α-cut of a fuzzy RV’s with fuzzy measures, and an existence of saddle
point for the problem is shown.

2. The mean of general fuzzy numbers

One of the aims in this talk is how to evaluate fuzzy numbers. For the purpose, we
use fuzzy measures which are defined as follows.

Definition 1 (Wang and Klir (1993)). A map M : B �→ [0, 1] is called a fuzzy
measure on B if M satisfies the following (M.i), (M.ii) and (M.iii) (or (M.i), (M.ii)
and (M.iv)):



(M.i) M(∅) = 0 and M(IR) = 1;
(M.ii) M(I1) ≤ M(I2) holds for I1, I2 ∈ B satisfying I1 ⊂ I2;
(M.iii) M(

⋃∞
n=0 In) = limn→∞ M(In) holds for {In}∞n=0 ⊂ B satisfying In ⊂ In+1

(n = 0, 1, 2, · · ·);
(M.iv) M(

⋂∞
n=0 In) = limn→∞ M(In) holds for {In}∞n=0 ⊂ B satisfying In ⊃ In+1

(n = 0, 1, 2, · · ·).

In this paper, we use fuzzy measures M to evaluate the fuzziness of fuzzy num-
bers, and we call them evaluation measures. First we deal with fuzzy numbers ã
whose membership functions are continuous, i.e. ã ∈ Rc, and next we discuss about
general fuzzy numbers ã ∈ R. Let m : I �→ IR be a continuous function such that
m(I) is the middle point of a closed interval I = [I−, I+] ∈ I:

m[I] :=
I− + I+

2
. (3)

Let a fuzzy number ã ∈ Rc. Using fuzzy measures M , we introduce mean values of
a fuzzy number ã ∈ R by(see Yoshida et al. (preprint))

Ẽã(ã) =
∫ 1

0

Mã(ãα)m(ãα) dα

/∫ 1

0

Mã(ãα) dα. (4)

where ãα is the α-cut of the fuzzy number ã. Hence Mã is a fuzzy measure depending
on the fuzzy number ã, and Mã(ãα) means the confidence degree that the fuzzy
number ã takes values at the interval ãα (see Example 1).

Example 1. Let a fuzzy number ã ∈ Rc. An evaluation measure Mã is called the
possibility evaluation measure, the necessity evaluation measure and the credibility
evaluation measure induced from the fuzzy number ã if it is given by the following
(5) – (7) respectively:

MP
ã (I) := sup

x∈I
ã(x), I ∈ B; (5)

MN
ã (I) := 1 − sup

x�∈I
ã(x), I ∈ B; (6)

MC
ã (I) :=

1
2

(
MP

ã (I) + MN
ã (I)

)
, I ∈ B. (7)

We note that MP
ã , MN

ã and MC
ã satisfy Definition 1(M.i) – (M.iv) since ã is

continuous and has a compact support. From (5) – (7), we have MP
ã (ãα) = 1,

MN
ã (ãα) = 1−α and MC

ã (ãα) = 1−α/2, and the corresponding mean values Ẽã(ã)
are reduced to

ẼP (ã) :=
∫ 1

0

m(ãα) dα; (8)

ẼN(ã) :=
∫ 1

0

2(1− α) m(ãα) dα; (9)

ẼC(ã) :=
∫ 1

0

4
3
(1 − α

2
)m(ãα) dα. (10)



They are called a possibility mean, a necessity mean and a credibility mean of the
fuzzy number ã respectively.

From now on, we suppose the following Assumption M which guarantees the
regularity of the mean values Ẽ(ã).

Assumption M. There exists a nonincreasing function ρ : [0, 1] �→ [0, 1] such that

Mã(ãα) = ρ(α), α ∈ [0, 1] for all ã ∈ Rc.

In Example 1, the possibility evaluation measure MP
ã , the necessity evaluation

measure MN
ã and the credibility evaluation measure MC

ã have the following corre-
sponding nonincreasing functions ρ in Assumption M:

ρP (α) := 1 (α ∈ [0, 1]) in case of the possibility evaluation measure;
ρN (α) := 1 − α (α ∈ [0, 1]) in case of the necessity evaluation measure;
ρC (α) := 1 − α/2 (α ∈ [0, 1]) in case of the credibility evaluation measure.

We discuss the mean of fuzzy numbers ã. Let us consider a uniform distribution on
a closed interval I = [I−, I+](∈ I). Its mean m[I] are given as follows:

m[I] =

∫
I
x dx∫

I
dx

=
I− + I+

2
. (11)

The value (11) has been already discussed in (3), and the mean of a fuzzy number
ã ∈ Rc is given by (4):

Ẽã(ã) =
∫ 1

0

Mã(ãα)m[ãα] dα

/∫ 1

0

Mã(ãα) dα. (12)

Next, we extend it to the mean of general fuzzy numbers ã ∈ R whose membership
functions are upper-semicontinuous but are not necessarily continuous. Let ã ∈ R.
We define the mean of the general fuzzy number ã ∈ R by

Ẽ(ã) := lim
n→∞ Ẽãn(ãn), (13)

where Ẽãn(ãn) is defined in (12) and {ãn}∞n=1(⊂ Rc) is a sequence of fuzzy numbers
whose membership functions are continuous and satisfy ãn ↓ ã pointwise as n → ∞.
We call (13) well-defined if their limiting values are independent of selection of the
sequences {ãn}∞n=1 ⊂ Rc. Then, the following lemma is trivial from (12), (13) and
Assumption M.

Lemma 1. Suppose Assumption M holds. Let a fuzzy number ã ∈ R. Then, the
mean value (12) is well-defined and it is represented as follows.

Ẽ(ã) =
∫ 1

0

ρ(α)
ã−

α + ã+
α

2
dα

/∫ 1

0

ρ(α) dα. (14)



The mean value Ẽ(·) has the following natural properties for fuzzy numbers
(Yoshida et al. (preprint)).

Lemma 2. Suppose Assumption M holds. For fuzzy numbers ã, b̃ ∈ R, θ ∈ IR and
ζ ≥ 0, the following (i) – (iv) hold.

(i) Ẽ(ã + 1{θ}) = Ẽ(ã) + θ.

(ii) Ẽ(ζã) = ζẼ(ã).
(iii) Ẽ(ã + b̃) = Ẽ(ã) + Ẽ(b̃).
(iv) If ã  b̃, then Ẽ(ã) ≥ Ẽ(b̃) holds, where  is the fuzzy max order.

3. A stopping game game of fuzzy random variables

Let (τ, σ) be a pair of finite stopping times. Now we consider the evaluation of
the fuzzy random variable Z̃[τ, σ]. The expectation is given by the closed interval
E(Z̃[τ, σ])α and its evaluation is m(E(Z̃ [τ, σ])α). For a pair of finite stopping times
(τ, σ), we define a random variable

Z̃m[τ, σ](ω)

:=
∫ 1

0

MZ̃[τ,σ](ω)(Z̃ [τ, σ]α(ω))m(Z̃ [τ, σ]α(ω)) dα

/∫ 1

0

MZ̃[τ,σ](ω)(Z̃ [τ, σ]α(ω)) dα,

(15)
ω ∈ Ω. Then we have the following relations.

Lemma 3. Suppose Assumption M holds. For a pair of finite stopping times (τ, σ),
it holds that

E

(∫ 1

0

MZ̃[τ,σ](·)(Z̃ [τ, σ]α(·)) m(Z̃ [τ, σ]α(·)) dα

/∫ 1

0

MZ̃[τ,σ](·)(Z̃ [τ, σ]α(·)) dα

)

=
∫ 1

0

ME(Z̃[τ,σ])(E(Z̃ [τ, σ])α)E(m(Z̃ [τ, σ]α)) dα

/∫ 1

0

ME(Z̃[τ,σ])(E(Z̃ [τ, σ])α) dα

=
∫ 1

0

ME(Z̃[τ,σ])(E(Z̃ [τ, σ])α)m(E(Z̃ [τ, σ])α) dα

/∫ 1

0

ME(Z̃[τ,σ])(E(Z̃ [τ, σ])α) dα

= ẼE(Z̃[τ,σ])(E(Z̃[τ, σ])).

The expectation
J [τ, σ] := E(Z̃m[τ, σ]) (16)

means player 1’s expected reward for a pair of the player’s stopping times (τ, σ).
Now we discuss a stopping game such that player 1 maximizes J [τ, σ] with respect
to stopping time τ and player 2 minimizes it with respect to stopping time σ re-
spectively.

Problem G. Find a pair of the player’s stopping times (τ∗, σ∗) such that

J [τ, σ∗] ≤ J [τ ∗, σ∗] ≤ J [τ ∗, σ]. (17)



for all stopping times τ and σ. Then, (τ∗, σ∗) is called a g-saddle point for the
zero-sum stopping game with respect to a λ-weighting function g.

Then (τ∗, σ∗) is called a g-saddle point for the zero-sum stopping game with
respect to a linear ranking function g. To consider this stopping problem, we define
random variables{

V n := ess infσ≥n ess supτ≥n E(Z̃m[τ, σ]|Mn),

V n := ess supτ≥n ess infσ≥n E(Z̃m[τ, σ]|Mn),

Xn(ω) :=
∫ 1

0

MX̃n(ω)(X̃n,α(ω))m(X̃n,α(ω)) dα

/∫ 1

0

MX̃n(ω)(X̃n,α(ω)) dα

and

Yn(ω) :=
∫ 1

0

MỸn(ω)(Ỹn,α(ω))m(Ỹn,α(ω)) dα

/∫ 1

0

MỸn(ω)(Ỹn,α(ω)) dα

for n = 0, 1, 2, · · · , ω ∈ Ω. Then we have the following results in a similar approach
in Ohtsubo (1986).

Theorem 1.

(i) V n = V n for all n = 0, 1, 2, · · · . So, we put Vn := V n = V n for n = 0, 1, 2, · · ·.
The sequence of random variables {Vn}∞n=0 satisfies

Vn = min{max{Xn, E(Vn+1|Mn)}, Yn} a.s. for n = 0, 1, 2, · · · . (18)

(ii) Define
τ∗(ω) := inf {k ≥ n | Vk(ω) ≤ Xk(ω)} , ω ∈ Ω, (19)

σ∗(ω) := inf {k ≥ n | Vk(ω) ≥ Yk(ω)} , ω ∈ Ω, (20)

where the infimum of the empty set is understood to be +∞. If min{τ ∗, σ∗} < ∞
a.s., then (τ∗, σ∗) is a g-saddle point of Problem G and

E(V0) = J [τ ∗, σ∗] = E(Z̃m[τ ∗, σ∗]). (21)

4. Concluding remarks

When we use fuzzy random variables in decision making problems, we finally need
to evaluate fuzzy random variables. The most popular methods are the defuzzifica-
tion and ordering of fuzzy numbers/fuzzy quantities. In the decision making, the
meaning of estimation is important, and we have discussed it from the viewpoint of
measure theory. The mean value by evaluation measures for fuzzy numbers, fuzzy
random variables and fuzzy stochastic processes is valid for various decision making
modeling. We hope that the presented method will be examined in the other types
of decision making problems and it will be improved from application aspects. For
example, we are untested in the following theme.

(a) Stopping Game with risk sensitivity derived from the mean value.
(b) Matrix Game with risk sensitivity derived from the mean value.
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