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Define the stopping region for Player I, II by
B} = {z € 8;d*(z) < 0},
B} = {z € S;e*(x) > 0},
respectively, and let C* be the complement of Bf U B3. The infinity-SLA rule of the Dynkin
stopping problem is a stopping rule based on the first hitting time of set B or B3.

(4.9)

ASSUMPTION 4.2.
(1) Either of these sets is nonempty and each set B}, i = 1,2 is closed with respect to P; that
is,

P(z,Bf) =1, z € B;. (4.10)
(2) The process eventually hits these sets; that is,
v(B} U B3) < o0 a.e. P%, Xo=2z€S. (4.11)
(3) We assume that
limint B*[$(X)] < ¢(z), @€ B, (412)
:B%:v E*[p(X,)] = ¥(z), =z€Bj. (4.13)

THEOREM 4.2. Under Assumptions 2.1 and 4.2, the sets B} and Bj are disjoint and the infinity-
SLA rule is optimal. Its optimal value v(x), * € S of the game variant problem is given by

o(z), z € B,
v(z) = { No« [Peyo + P9] (z), z€C™, (4.14)
‘%Aﬁ.v. T e .mm

PROOF. The proof that the set B}, i = 1,2 is disjoint can be obtained similarly to Lemma 2.1(1).
Also, the rest of the proof is easily obtained by combining the results in Sections 3 and 4. ]
Let Cf = {z € C*;v(B}) < 0 a.e. P’} and (3 = {z € C*v(B3) < oo a.e. P*}. Then we
have, by similar discussion in Section 2,
() + (@) * (), z € BfUCY,

D(x) = 4.15
?() lim sup,, E* TAN:ZA mﬁv_ , otherwise, (4.15)
and *\— * *
P(z) — (€)™ (2), ze€B3UCE,
YE)=9 . . . s . (4.16)
lim inf,, F TEN:ZA mm& , otherwise.
Define the following two functions, similar to Section 2.
p(z), T € By,
vi(z) ={ Nc¢ [Pp:y] (z), z€C*, , (4.17)
0, z € B3,
P(z), z € B3,
ewﬁav = N¢ _...me@”_ A.&Y T € C*, Ah.“_.mv
0, z € BY.

An alternative form of (4.14) can be written, by the result of Theorem 3.6, as follows.
COROLLARY 4.3. Under the same assumptions,
v(z) = v1(z) + va(z), TES, (4.19)

where v;(x), i = 1,2 are defined by (4.17) and (4.18), respectively.
What we want to claim is that the game value of Dynkin’s problem decomposed into the sum
of the two functions under the infinity rule.



