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Abstract In a stochastic and fuzzy environment, a multi-objective fuzzy stopping problem is discussed. The
randomness and fuzziness are evaluated by probabilistic expectations and scalarization functions respectively.
Pareto optimal fuzzy stopping times are given under the assumption of regularity for stopping rules, by using
λ-optimal stopping times.

Keywords Multi-objective optimal stopping; Fuzzy stochastic systems; Fuzzy stopping; Pareto optimal.

1. Introduction

This paper deals with a multi-objective fuzzy stopping
model for ‘fuzzy stochastic systems’ represented by se-
quences of fuzzy random variables. The ‘fuzzy ran-
dom variable’, which is a fuzzy-number-valued exten-
sion of classical random variables, was studied by Puri
and Ralescu [8] and has been discussed by many au-
thors. It is one of the successful hybrid notions of ran-
domness and fuzziness. On the other hand, stopping
problems for a sequence of real-valued random vari-
ables were studied by many authors, and their applica-
tions are well-known in various fields (Chow et al. [2],
Shiryayev [10]). The optimal fuzzy stopping for fuzzy
random variables is discussed by Yoshida et al. [13],
and also optimal stopping models for fuzzy systems
without randomness are studied by Yoshida [14,15].
This paper analyzes a multi-objective stopping model
for fuzzy stochastic systems, by extending the results
of the classical stochastic systems (Aubin [1], Oht-
subo [7]).

In this paper, we also discuss the optimization
by ‘fuzzy’ stopping times, which are first studied by
Kacprzyk [4]. Fuzzy stopping times are introduced for
dynamic fuzzy systems by Kurano et al. [6] and they
are discussed by Yoshida et al. [12], and this paper
applies the notion of fuzzy stopping times in a stochas-
tic and fuzzy environment. In this paper, we evaluate
the randomness and fuzziness regarding the stopped
fuzzy stochastic systems respectively with probablistic
expectations and scalarization functions. And we give

Pareto optimal stopping times for the multi-objective
model, by introducing the notion of λ-optimal stopping
times.

In Section 2, the notations and definitions of fuzzy
random variables are given. In Section 3, fuzzy stop-
ping times are introduced. We formulate a multi-
objective optimal stopping problem for fuzzy stochastic
systems by fuzzy stopping times and we give Pareto op-
timal fuzzy stopping times for the problem under the
assumption of regularity for stopping rules. Finally, in
Section 4, a numerical example is given to illustrate
our idea.

2. Fuzzy random variables

Some mathematical notations of fuzzy random vari-
ables are given in this section. Let (Ω,M, P ) be a
probability space, whereM is a σ-field and P is a non-
atomic probability measure. Let R be the set of all real
numbers, let B denote the Borel σ-field of R and let I
denote the set of all bounded closed sub-intervals of R.
A fuzzy number is denoted by its membership function
ã : R 7→ [0, 1] which is normal, upper-semicontinuous,
fuzzy convex and has a compact support. Refer to
Zadeh [16] for the theory of fuzzy sets. R denotes the
set of all fuzzy numbers. The α-cut of a fuzzy number
ã(∈ R) is given by

ãα := {x ∈ R | ã(x) ≥ α} (α ∈ (0, 1])

and
ã0 := cl{x ∈ R | ã(x) > 0},
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where cl denotes the closure of an interval. In this
paper, we write the closed intervals by

[ã]α := [[ã]−α , [ã]+α ] for α ∈ [0, 1].

A map X̃ : Ω 7→ R is called a fuzzy random vari-
able if The maps ω 7→ [X̃(ω)]−α and ω 7→ [X̃(ω)]+α
are measurable for all α ∈ [0, 1], where [X̃(ω)]α =
[[X̃(ω)]−α , [X̃(ω)]+α ] := {x ∈ R | X̃(ω)(x) ≥ α} is the
α-cut of the fuzzy number X̃(ω) ([11]).

Now we introduce expectations of fuzzy random
variables for the description of stopping models for
fuzzy stochastic systems. A fuzzy random variable X̃
is called integrably bounded if ω 7→ [X̃(ω)]±α are in-
tegrable for all α ∈ [0, 1]. Let X̃ be an integrably
bounded fuzzy random variable. We put closed inter-
vals

[E(X̃)]α :=
[∫

Ω

[X̃(ω)]−α dP (ω),
∫

Ω

[X̃(ω)]+α dP (ω)
]
(1)

for α ∈ [0, 1]. Since the map α 7→ [E(X̃)]α is left-
continuous by the monotone convergence theorem, the
expectation E(X̃) of the fuzzy random variable X̃ is
defined by a fuzzy number ([5,Lemma 3]):

E(X̃)(x) := sup
α∈[0,1]

min
{
α, 1[E(X̃)]α

(x)
}

for x ∈ R, where 1D is the classical indicator function
of a set D.

3. A multi-objective fuzzy stopping
problem

Let k be a positive integer. In this section, we formu-
late a multi-objective optimal ‘fuzzy’ stopping prob-
lem for k fuzzy stochastic systems and we give Pareto
optimal solutions for the problem. Let {1, 2, · · · , k}
denote the set of k objects which are described by
fuzzy stochastic systems with the time space N :=
{0, 1, 2, · · ·}. For an object i = 1, 2, · · · , k, let
{X̃i

n}∞n=0 be a sequence of fuzzy random variables
such that E(max1≤i≤k supn≥0[X̃i

n(ω)]+0 ]) < ∞ and
E(min1≤i≤k[X̃i

n(ω)]−0 ]) > −∞ for n = 0, 1, 2, · · ·,
where the interval [[X̃i

n(ω)]−0 , [X̃
i
n(ω)]+0 ] is the 0-cut

of the fuzzy number X̃i
n(ω). For n = 0, 1, 2, · · ·,

Mn denotes the smallest σ-field on Ω generated by
all random variables [X̃i

n(ω)]−α and [X̃i
n(ω)]+α (i =

1, 2, · · · , k;m = 0, 1, 2, · · · , n;α ∈ [0, 1]), and M∞ de-
notes the smallest σ-field containing

⋃∞
n=0Mn. Then

we call ({X̃i
n}∞n=0, {Mn}∞n=0) the fuzzy stochastic sys-

tem for an object i. A map τ : Ω 7→ N ∪ {∞} is called
a stopping time if it satisfies

{ω | τ(ω) = n} ∈ Mn

for n = 0, 1, 2, · · ·. Then we have the following lemma
which is trivial from the definitions.

Lemma 1. Let i = 1, 2, · · · , k be an object and let τ
be a finite stopping time. We define

X̃i
τ (ω) := X̃i

n(ω), ω ∈ {τ = n} (2)

for n = 0, 1, 2, · · ·. Then, X̃i
τ is a fuzzy random vari-

able.

Now, for an object i, we consider the estimation of
the fuzzy stochastic system stopped at a finite stopping
time τ , by the evaluation of the fuzzy random variable
X̃i
τ . Let g : I 7→ R be a σ-additively homogeneous

map, that is, g satisfies the following (3) and (4):

g

( ∞∑
n=0

cn

)
=
∞∑
n=0

g(cn) (3)

for bounded closed intervals {cn}∞n=0 ⊂ I such that∑∞
n=0 cn ∈ I, and

g(µc) = µg(c) (4)

for bounded closed intervals c ∈ I and real
numbers µ ≥ 0, where the operation on closed
intervals is defined ordinary as

∑∞
n=0 cn :=

cl {
∑∞
n=0 xn | xn ∈ cn, n = 0, 1, 2, · · ·} and µc := {µx |

x ∈ c}. Weighting functions, which satisfy (3) and (4),
are used for the evaluation of fuzzy numbers (Fortemps
and Roubens [3]). From (2), for ω ∈ Ω, the α-cut
of the fuzzy number X̃i

τ (ω) must be a closed inter-
val [X̃i

τ (ω)]α. Therefore, from the definition (1) and
scalarization function g, the evaluation of the fuzzy
random variable X̃i

τ is represented by the following
integral: ∫ 1

0

g(E([X̃i
τ (·)]α)) dα. (5)

Lemma 2. For an object i = 1, 2, · · · , k and a finite
stopping time τ , it holds that∫ 1

0

g(E([X̃i
τ (·)]α)) dα = E

(∫ 1

0

g([X̃i
τ (·)]α) dα

)
.

In the following definition, we modify fuzzy stop-
ping times introduced by Kurano et al. [6] in order to
apply them to fuzzy random variables.

Definition 1. A map τ̃ : N × Ω 7→ [0, 1] is called
a fuzzy stopping time if it satisfies the following (i) –
(iii):

(i) For each n = 0, 1, 2, · · ·, the map ω 7→ τ̃(n, ω) is
Mn-measurable.

(ii) For almost all ω ∈ Ω, the map n 7→ τ̃(n, ω) is
non-increasing.
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(iii) For almost all ω ∈ Ω, there exists an integer m
such that τ̃(n, ω) = 0 for all n ≥ m.

Regarding the grade of membership of fuzzy stop-
ping times, ‘τ̃(n, ω) = 0’ means ‘to stop at time n’
and ‘τ̃(n, ω) = 1’ means ‘to continue at time n’ respec-
tively. And the intermediate value ‘0 < τ̃(n, ω) < 1’ is
a notion of ‘fuzzy stopping’. It is easy to check the fol-
lowing lemma regarding construction of fuzzy stopping
times ([6]).

Lemma 3.

(i) Let τ̃ be a fuzzy stopping time. Define a map
τ̃α : Ω 7→ N by

τ̃α(ω) := inf{n | τ̃(n, ω) < α}, ω ∈ Ω (6)

for α ∈ (0, 1], where the infimum of the empty
set is understood to be +∞. Then, we have:

(a) {τ̃α ≤ n} ∈ Mn for n = 0, 1, 2, · · ·;
(b) τ̃α(ω) ≤ τ̃α′(ω) a.a. ω ∈ Ω if α ≥ α′;
(c) limα′↑α τ̃α′(ω) = τ̃α(ω) a.a. ω ∈ Ω

if α > 0;

(d) τ̃0(ω) := limα↓0 τ̃α(ω) <∞ a.a. ω ∈ Ω.

(ii) Let {τ̃α}α∈[0,1] be maps τ̃α : Ω 7→ N satisfy-
ing the above (a) (b) and (d). Define a map
τ̃ : N× Ω 7→ [0, 1] by

τ̃(n, ω) := sup
α∈[0,1]

min{α, 1{τ̃α>n}(ω)} (7)

for n = 0, 1, 2, · · · and ω ∈ Ω. Then τ̃ is a fuzzy
stopping time.

Fuzzy stopping times are always finite from Defini-
tion 1(iii). Now, by using Lemma 3 and the weight-
ing function g, we consider the estimation of the fuzzy
stochastic system stopped at a ‘fuzzy’ stopping time τ̃
regarding the i-th object. Let i = 1, 2, · · · , k be an ob-
ject and let τ̃ be a fuzzy stopping time. From Lemma
1, we have [X̃i

τ̃α
(ω)]α := [X̃i

n(ω)]α for ω ∈ {τ̃α = n},
where τ̃α(ω) are ‘classical’ stopping times given by (6).
By Lemma 2, we define a random variable

Giτ̃ (ω) :=
∫ 1

0

g([X̃i
τ̃α(ω)]α) dα, ω ∈ Ω. (8)

Note that (8) is well-defined since the function α 7→
g([X̃i

τ̃α
(ω)]α) is left-continuous on (0, 1]. Therefore the

expectation E(Giτ̃ ) is the evaluation (5) of the fuzzy
random variable X̃τ̃ . By Fubini’s theorem, we have

E(Giτ̃ ) =
∫ 1

0

E(g([X̃i
τ̃α(·)]α)) dα

for fuzzy stopping times τ̃ . Then, Pareto optimal solu-
tions for the multi-objective stopping model are char-
acterized as follows.

Definition 2. A fuzzy stopping time τ̃∗ is called
Pareto optimal if there exists no fuzzy stopping time τ̃
such that

E(Giτ̃ ) ≥ E(Giτ̃∗) for all objects i = 1, 2, · · · , k

and

E(Giτ̃ ) > E(Giτ̃∗) for some object i = 1, 2, · · · , k.

We introduce the following λ-optimal stopping
times in order to obtain Pareto optimal stopping times.
Real numbers {λi}ki=1 are called weights of objects if
they satisfy

k∑
i=1

λi = 1 and λi ≥ 0 (i = 1, 2, · · · , k).

For a set of weights λ := {λi}ki=1, we define a
fuzzy stochastic system {X̃λ

n}∞n=0, which is {Mn}∞n=0-
adapted, by

X̃λ
n(ω)(x) := sup

α∈[0,1]

min{α, 1[X̃λn(ω)]α
(x)}

for ω ∈ Ω, x ∈ R, where the α-cuts [X̃λ
n(ω)]α are closed

intervals given by

[X̃λ
n(ω)]α =

[
k∑
i=1

λi[X̃i
n(ω)]−α ,

k∑
i=1

λi[X̃i
n(ω)]+α

]

for ω ∈ Ω. For fuzzy stopping times τ̃ , in the same way
as (8) we define a random variable

Gλτ̃ (ω) :=
∫ 1

0

g([X̃λ
τ̃α(ω)]α) dα for ω ∈ Ω.

Similarly to the proof of Lemma 2, we can easily check
that its expectation is reduced to the weighted sum of
the expectations for objects:

E(Gλτ̃ ) =
k∑
i=1

λiE(Giτ̃ ).

Now we give the definition of λ-optimal stopping times
as follows.

Definition 3. Let λ := {λi}ki=1 be a set of weights
for objects. Then a fuzzy stopping time τ̃∗ is called
λ-optimal if

E(Gλτ̃∗) ≥ E(Gλτ̃ )

for all fuzzy stopping times τ̃ .
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Theorem 1. Let λ := {λi}ki=1 be a set of weights for
objects such that

k∑
i=1

λi = 1 and λi > 0 (i = 1, 2, · · · , k). (9)

Then a λ-optimal fuzzy stopping time τ̃∗ is Pareto op-
timal.

Finally, in order to construct λ-optimal fuzzy stop-
ping times, we introduce the following (λ, α)-optimal
fuzzy stopping times.

Definition 4. Let λ := {λi}ki=1 be a set of weights
for objects and let α ∈ [0, 1]. A fuzzy stopping time τ̃∗

is called (λ, α)-optimal if

E(g([X̃λ
τ̃∗α

(·)]α)) ≥ E(g([X̃λ
τ̃α(·)]α))

for all fuzzy stopping times τ̃ .

In order to characterize (λ, α)-optimal stopping
times, we let real random variables

γλn,α := ess sup
τ : stopping times, τ≥n

E(g([X̃λ
τ (·)]α)|Mn) (10)

for n = 0, 1, 2, · · ·, where the definition of the essential
supremum is referred to [2,Chap.1-6]. Define a stop-
ping time σλα : Ω 7→ N by

σλα(ω) := inf
{
n | g([X̃λ

n(ω)]α) = γλn,α(ω)
}

for ω ∈ Ω and α ∈ [0, 1], where the infimum of the
empty set is understood to be +∞. Then the follow-
ing lemma can be checked easily by Chow et al. [2].

Lemma 4. Let λ := {λi}ki=1 be a set of weights for
objects. Suppose

P (σλα <∞) = 1 for all α ∈ [0, 1]. (11)

Then, for α ∈ [0, 1], the following (i) and (ii) hold:

(i) γλn,α(ω) = max{g([X̃λ
n(ω)]α), γλn+1,α(ω)}

a.a. ω ∈ Ω for n = 0, 1, 2, · · · ;

(ii) σλα is a (λ, α)-optimal stopping time and
E(γλ0,α) = E(g([X̃λ

σλα
(·)]α)).

In order to construct an optimal fuzzy stop-
ping time from the (λ, α)-optimal stopping times
{σλα}α∈[0,1], we need the following regularity condition.

Assumption A (Regularity). The map α 7→ σλα(ω)
is non-increasing for almost all ω ∈ Ω.

Under Assumption A, we can define a map σ̃λ :
N× Ω 7→ [0, 1] by

σ̃λ(n, ω) := sup
α∈[0,1]

min{α, 1{σλα>n}(ω)}

for n = 0, 1, 2, · · · and ω ∈ Ω. Put the α-cut (6) of
σ̃λ(n, ω) by σ̃λα(ω). Then σ̃λα(ω) and σλα(ω) may not
equal only at most countable many α ∈ (0, 1], so we
obtain the following result.

Theorem 2. Let λ := {λi}ki=1 be a set of weights for
objects satisfying (9). Suppose (11) and Assumption
A hold. Then σ̃λ is a λ-optimal fuzzy stopping time
and it is also Pareto optimal.

4. A numerical example

An example is given to illustrate our idea of the multi-
objective optimal fuzzy stopping problem in Section 3.
In this example, k objects mean k assets in a financial
market {Bn}∞n=0 which is a sequence of real random
variables. We assume that {Bn}∞n=0 are decsribed by
sums of real random variables:

Bn :=
n∑

m=0

Wm n = 0, 1, 2, · · · ,

where {Wn}∞n=0 is a sequence of independent random
variables on [−1/2n, 1/2n]. The price of each asset
i(= 1, 2, · · · , k) is described by a fuzzy stochastic sys-
tem {X̃i

n}∞n=0 constructed as follows: We put real ran-
dom variables

Y in := pi + rin+ viBn, i = 1, 2, · · · , k.

where pi, ri and vi are constants such that pi is the
initial price of an asset i, ri is the appreciate rate of
the asset i, and vi is the volatility of the asset i. Let
ci and di be constants satisfying 0 < di < 3(ci − ri).
Then we put

M i
n := Y in − ci(n+ 1) for n = 0, 1, 2, · · · .

where ci(n + 1) means the maintenance cost for asset
i. Hence we take a sequence of fuzzy random variables
{X̃i

n}∞n=0 by

X̃i
n(ω)(x) :=

{
L((M i

n(ω)− x)/ain) if x ≤M i
n(ω)

L((x−M i
n(ω))/ain) if x ≥M i

n(ω)

for n = 0, 1, 2, · · ·, ω ∈ Ω and x ∈ R, where {ain}∞n=0

is a sequence given by ain := di(n+ 1) (n = 0, 1, 2, · · ·)
and the shape function is given by L(x) := max{1 −
|x|, 0} (x ∈ R). The corresponding σ-field Mn is
the smallest σ-field generated by the random variables
W0,W1,W2, · · · ,Wn. Then their α-cuts are

[X̃i
n(ω)]α = [M i

n(ω)− (1− α)ain,M
i
n(ω) + (1− α)ain],

ω ∈ Ω for n = 0, 1, 2, · · · and α ∈ [0, 1].
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Now we take a weighting function by g([x, y]) :=
(x+ 2y)/3 for x, y ∈ R satisfying x ≤ y. Then g satis-
fies the properties (3) and (4), and we can easily check

Gin(ω) =
∫ 1

0

g([X̃i
n(ω)]α) dα = M i

n(ω) +
1
6
ain,

ω ∈ Ω. Let λ := {λi}ki=1 be a set of weights for as-
sets satisfying (9). It means a kind of portfolio for the
assets. Then we have

Gλn(ω) =
k∑
i=1

λiM i
n(ω) +

1
6

k∑
i=1

λiain, ω ∈ Ω.

Hence Assumption A and the finiteness (11) are
fulfilled. Putting pλ :=

∑k
i=1 λ

i
(
pi − ri

)
, vλ :=∑k

i=1 λ
ivi and cλα :=

∑k
i=1 λ

i
(
ci − ri − 1−α

3 di
)
, the fi-

nite (λ, α)-optimal stopping times σ∗α(ω) for the prob-
lem are

inf{n | ess sup
τ≥n+1

E(
τ∑

m=n+1

(vλWm − cλα) | Mn)(ω) ≤ 0}

for ω ∈ Ω, where γλn,α is given by (10). By Theorem
1, λ-optimal fuzzy stopping time, which is also one of
Pareto optimal stopping times, is given by

σ̃∗(n, ω) = sup
α∈[0,1]

min{α, 1{σ∗α>n}(ω)},

for n = 0, 1, 2, · · · and ω ∈ Ω. We can easily check that
the corresponding optimal expected value for the fuzzy
stopping problem is

E(Gλσ̃∗) = pλ +
∫ 1

0

E(
σ∗α∑
m=0

(vλWm − cλα)) dα

for a portfolio λ := {λi}ki=1 for the assets.
Finally, when letting di to zero especially in this

example, we note that the fuzzy random variables X̃λ
n

are reduced to the ‘classical’ random variables.

5. Concluding Remarks

In this paper, we introduced fuzzy rewards in a stochas-
tic and fuzzy environment for fuzzy mathematical
multi-object economic models, and we estimated them
by probabilistic expectations and weighting functions.
A Pareto optimal stopping time is given as a λ-optimal
stopping time under a regularity assumption. This ap-
proach is only one of multi-object fuzzy stopping mod-
els with fuzzy rewards, and in the nest step, the study
of the other types of multi-object modeling will be ex-
pected by use of fuzzy random variables.
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